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Evaluation of Water Permittivity Models From
Ground-Based Observations of Cold Clouds at

Frequencies Between 23 and 170 GHz
Maria P. Cadeddu and David D. Turner

Abstract—Accurate retrievals of liquid water path (LWP) from
passive microwave radiometers rely on the use of radiative trans-
fer models to describe the absorption of radiation by various
atmospheric components. When clouds are present, atmospheric
absorption is affected by the dielectric properties of liquid water.
In this paper, we use measurements from four microwave radiome-
ters to assess four models of the complex permittivity of water.
The observations are collected at five frequencies between 23.8 and
170 GHz. The purpose of the study is to compare measurements
of microwave absorption with model computations in supercooled
liquid clouds that have temperatures between 0 ◦C and −30 ◦C.
Models of liquid water permittivity in this temperature range
suffer from a lack of laboratory measurements and are generally
derived from the extrapolation of available data. An additional
rationale for this work is to examine to what degree the use of dif-
ferent dielectric models affects the retrieval of LWP in supercooled
liquid clouds. Inaccuracies in modeling the water permittivity at
low temperatures are likely one of the largest sources of retrieval
uncertainty in supercooled clouds, uncertainty that could offset
the advantages offered by the enhanced sensitivity of channels at
frequencies at and above 90 GHz relative to lower frequencies.

Index Terms—Cloud liquid absorption models, liquid water
path retrievals, microwave radiometry, water permittivity.

I. INTRODUCTION

S EVERAL physical models describing the dielectric proper-
ties of water in an electromagnetic field of microwave radi-

ation have been published (see among others [1]–[4]). Passive
microwave remote sensing of clouds depends critically on the
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accurate modeling of such dielectric properties. The retrieval of
cloud liquid water is an important aspect of microwave remote
sensing because the earth radiative balance is strongly affected
by cloud cover (e.g., [5]). Ground-based microwave radiometry
has traditionally relied on the use of frequencies between 20
and 60 GHz for the retrieval of precipitable water vapor (PWV)
and liquid water path (LWP) (e.g., [6], [7]). However, because
of the propensity of clouds with small LWP amounts and the
importance of these clouds [5], [7], the community has recently
started using higher frequencies, in the 90–200 GHz region.
These frequencies have higher sensitivity to small amounts
of cloud liquid water and thereby can improve the retrieval
of liquid water by reducing the random uncertainties in the
current LWP retrievals [8]. The spectral region above 90 GHz,
however, is also where models of water permittivity tend to
have larger differences. Previous studies have demonstrated
that dielectric models exhibit discrepancies even at 20–30 GHz
at temperatures below −10 ◦C and have estimated the effect
of such differences on LWP retrievals [9], [10]. Similarly
Lipton et al. [11] showed that the use of different absorption
models has a non-negligible effect on LWP retrievals. Other
studies have used measurements from microwave radiometers
to evaluate models of dielectric permittivity (e.g., [4], [12]), and
some have proposed new parameterizations by deriving new fits
to existing laboratory data sets [4], [13].

Although ground-based radiometers have been recognized to
be an important tool for improving radiative transfer models,
validation efforts have focused mainly on the study of water
vapor (lines and continuum) [14]–[16] and oxygen absorption
[17]. Part of the problem in assessing the performance of water
permittivity models is the difficulty in obtaining independent
measurements of LWP and the need for observations in super-
cooled liquid clouds conditions.

In this paper, we combine observations from four microwave
radiometers spanning a frequency range between 23.8 and
170 GHz. Brightness temperatures measured by the radiome-
ters are used to compute mass absorption coefficients due to
liquid water that are then compared to calculations performed
with four complex permittivity models [3], [18]–[20] hereafter
referred to as Liebe-91, Liebe-93, Stogryn-95, and Ellison-06
models, respectively. Data from several additional instruments
are used in the selection and preparation of the data set. Data
from a cloud radar were used to select single-layer clouds, and
a ceilometer was used to identify the location of the cloud
base. Radiosondes were used to provide vertical profiles of
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temperature and humidity as well as the average temperature
of the cloud layer. An Atmospheric Emitted Radiance Inter-
ferometer (AERI) and a Micropulse Lidar were used to obtain
independent retrievals of LWP to use as input to the simula-
tions. LWP retrievals from AERI are crucial for this analysis;
however, they also limit the sampling to cases of relatively low
LWP clouds, as discussed later.

In Section II the design and calibration of the radiometers
are briefly described and clear-sky measurements are compared
with model simulations to characterize the total level of un-
certainty we can expect in our comparison. In Section III the
permittivity models used in this study are briefly presented
and compared with each other. A comparison between the
measurements and model simulations during cloudy conditions
is shown in Section IV, where the results and implications for
the LWP retrieval are discussed. Section V concludes the study
with a brief discussion of results.

II. INSTRUMENTS AND MEASUREMENT

A. Radiometers and Their Calibration

The four radiometers used in this study are part of the U.S.
Department of Energy (DOE) Atmospheric Radiation Measure-
ment (ARM) Program Climate Research Facilities [21]. Two of
the radiometers are located at the Southern Great Plains (SGP,
36.6◦ N, −97.5◦ E) site in Oklahoma and include a two-channel
microwave radiometer (MWR) [7] operating at 23.8 and
31.4 GHz and a microwave radiometer high-frequency
(MWRHF) [16] operating at 90 and 150 GHz. The two remain-
ing radiometers are located at the North Slope of Alaska (NSA,
71.3◦ N, −156.8◦ E) site. Of these one is an MWR similar to
that in Oklahoma, and the second is the G-band vapor radiome-
ter profiler (GVRP) [22], a millimeter-wave radiometer with
15 channels between 170 and 183.31 GHz.

The radiometers are calibrated with different methodologies
and algorithms. The two MWRs are calibrated by using tip
curves as explained in [23]. Calibration uncertainty in the
observed sky brightness temperature for these instruments is
estimated to be of the order of 0.3 K. The MWRHF is also
calibrated by using tip curves. The algorithm, which is similar
in many respects to that in [23], processes tip curves in real time
to track the drift of the effective noise diode temperature (Tnd),
and continuously updates the calibration of the instrument by
using a black body target as the second reference. The two
channels (90 and 150 GHz) are independently calibrated by
computing the median value of the last 50 instantaneous Tnd

values derived from the tip curves that passed a threshold cri-
terion. During observations, a slight drift occurred in the noise
diode of the 150 GHz receiver. The calibration algorithm was
able to detect and account for this drift. Since the instrument
(including the feed horn and antenna) is thermally stabilized to
30 mK, there was no need to account for thermal fluctuations
due to exposed receiver components. It is estimated that with
this calibration algorithm, a 1 K error in the calibration of
the noise diode will result in a 0.3 K error in the calibrated
brightness temperature of the 90 GHz channel and a 0.2 K
error in the brightness temperature of the 150 GHz channel.
Differences between Tnd estimated with liquid nitrogen (LN2)

calibrations and Tnd estimated with tip curves were of the order
of 4 K for the 90 GHz channel and 6 K for the 150 GHz channel
(before the drift), placing the brightness temperature calibration
uncertainty at about 1 K for both channels. From repeated LN2

calibrations it was estimated that 1 K can also be considered
a low estimate of uncertainty for the LN2 calibrations of
these channels. The GVRP is routinely calibrated with liquid
nitrogen. Of the 15 calibrated frequencies in this study, we used
only the 170 GHz channel. LN2 calibration of this transparent
channel was double-checked with tip curves, as the clear sky
atmospheric opacity at the NSA site was small enough at this
frequency to allow successful tip curves to be collected. A linear
correction was applied to the effective noise diode temperature
to account for residual temperature dependencies of the receiver
components. A reasonable estimate of calibration uncertainty
for this instrument can be placed at 1 K.

B. Clear-Sky Measurements

An important and necessary part of the study is the examina-
tion of measurements collected during clear-sky conditions and
their comparison with simulations. This exercise characterizes
the uncertainties that derive from calibration, from modeling of
the water vapor continuum, and from variability in the calibra-
tion of the radiosonde’s humidity sensor. Clear-sky data were
collected during the same months and in the same locations as
the cloudy data: during the 2008–2009 winter at the SGP and
during March 2007 at the NSA. Vaisala RS92 radiosondes were
launched four times a day at the SGP site and twice a day at
the NSA site during these periods. To eliminate possible effects
due to a diurnal dry bias [24], the radiosondes relative humidity
was scaled with the PWV derived from the MWR at the SGP
and from the G-band vapor radiometer (GVR) [25], [26] at
the NSA.

The gaseous absorption model used in this study is
MonoRTM [27]. The water vapor continuum model used for
the simulations is the one proposed in [16]. In this formulation,
the self and foreign components of the water vapor continuum
were scaled to minimize the residuals between the model
and measurements collected by two ground-based microwave
radiometers similar to the MWRHF. Fig. 1 shows the clear-
sky differences between modeled and measured brightness
temperatures for the 31.4, 90, 150, and 170 GHz channels.
Table I shows corresponding values of biases and standard
deviations for all instruments and all channels. The mean of the
clear sky residuals is within the stated calibration uncertainty
of less than 1 K for all channels. The standard deviation of
the high-frequency channels (MWRHF and GVRP) is between
1 and 2 K. The magnitude of the standard deviation reflects
the uncertainty due to sampling inconsistencies (e.g., the drift
of the radiosondes away from the radiometer locations), atmo-
spheric variability, and random instrument noise. The clear-sky
comparison indicates that, at least during the time examined,
there was no appreciable bias between the model and the clear-
sky measurements for the high-frequency channels. Only the
MWR located at the NSA displays a clear-sky bias of the
23.8 GHz channel that is slightly above the expected 0.3 K
calibration uncertainty. Although some results for this channel
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Fig. 1. Downwelling brightness temperature residuals (modeled—
measurements) for clear-sky cases. Top panel: 90 GHz channel at the SGP
(black circles); 31.4 GHz channel at the SGP and NSA (brown crosses).
Bottom panel: 150 GHz channel at the SGP (black circles); 170 GHz channel
at the NSA (brown crosses). Corresponding numerical values are displayed
in Table I.

TABLE I
CLEAR-SKY DIFFERENCES BETWEEN MODELED AND MEASURED

DOWNWELLING BRIGHTNESS TEMPERATURES FOR THE MWR, MWRHF,
AND GVRP. IN THE LAST ROW ARE THE MINIMUM, MAXIMUM, AND

AVERAGE VALUES OF THE PWV (cm) AT THE SITE DURING

THE TIME OF THE OBSERVATIONS

are discussed later, the 23.8 GHz frequency has a very limited
sensitivity to liquid water; and, especially at the NSA, the
contribution to the brightness temperatures is almost entirely
due to water vapor and oxygen.

III. MODELS OF COMPLEX PERMITTIVITY OF WATER

A. Description of the Models

The water permittivity models examined in this study provide
a fit for the complex dielectric constant of pure water. All
models are derived from experimental laboratory data collected
in a range of temperatures spanning from 0 ◦C to 20 ◦C (or
sometimes 40 ◦C). It is desirable to gain some knowledge
of how the models compare with measurements in cases of
supercooled clouds, when the cloud temperature is well below
the range of the laboratory settings.

The response of a dielectric medium exposed to a field of mi-
crowave radiation is traditionally modeled through a complex-
Debye relaxation function or through one of its variants such as
the Cole–Cole function. These functions depend on radiation
frequency, temperature, and a relaxation time constant. The
relaxation function consists of a high-frequency term usually
indicated with ε∞(T ) and a low-frequency (or static) term
ε0(T ). The function is of the type

ε(ν, T ) = ε∞ +
ε0 − ε∞
1− iν2πτ

(1)

where ν is the frequency and τ(T ) is the relaxation time.
The first model analyzed here is the one proposed in [3]
(Liebe-91). In this model the singleDebye function shown in
(1) was modified with the addition of a third term

ε(ν, T ) = ε∞ +
ε0 − ε1

1− i2πτ1ν1
+

ε1 − ε∞
1− i2πτ2ν2

. (2)

The temperature dependence of the function comes from
fitting the terms ε∞, ε0, ε1, τ1 and τ2 as a function of tem-
perature. This “double-Debye” fit was deemed necessary to
accommodate experimental data at frequencies below 1 THz.
Two possible fits were proposed for the first relaxation fre-
quency (1/2πτ1): a quadratic fit and an exponential fit.
In this paper, the quadratic fit is analyzed. Although the
Liebe-91 fit showed a reasonable behavior at lower frequencies
and temperatures above 0 ◦C it displayed unrealistic behavior
above 90 GHz and at cold temperatures. In a following work,
Liebe [18] (Liebe-93) offered a modification of the model to
improve the behavior at frequencies above 90 GHz and at
colder temperatures below −10 ◦C. The Liebe-93 model kept
the double-Debye fit but eliminated any temperature depen-
dence from the high-frequency term ε∞. The third and fourth
models examined are also double-Debye fits. In the Ellison-06
model [20] the temperature dependence of the various terms
is modeled with exponential rather than polynomial functions.
The fourth model is from [19] (Stogryn-95).

B. Model Comparison

Fig. 2 shows sky brightness temperature differences pro-
duced by the four models (expressed as Liebe-91 minus the
other models) as a function of LWP for three average cloud
temperatures: one cold case (Tavg = −19 ◦C) one intermediate
case (Tavg = −9 ◦C) and one warm case (Tavg = +10 ◦C).
At 90 GHz (left column), the four models produce brightness
temperatures that are within a few degrees of each other except
in the case of thick clouds with large LWP values. At 90 GHz,
the Stogryn-95 model generally produces lower brightness
temperatures, especially at cold temperatures. At 150 GHz the
Ellison-06 model produces results similar to those of Liebe-
91. On the other hand, the Liebe-93 and Stogryn-95 models
produce slightly lower brightness temperatures. Differences
between the models are more pronounced in cold clouds, and
they increase with LWP. They are generally less than 2 K
in warmer clouds when temperatures are above freezing. The
differences between the four liquid water models at 170 GHz
are similar to the results at 150 GHz, and thus are not shown.
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Fig. 2. Model differences at three representative cloud temperatures (−19 ◦C,
−9 ◦C, and +10 ◦C from top to bottom) for the two MWRHF frequencies:
90 GHz (left column) and 150 GHz (right column). The symbols represent:
Liebe-91 minus Liebe-93 (circles), Liebe-91 minus Ellison-06 (squares), and
Liebe-91 minus Stogryn-95 (brown triangles).

For thin clouds (i.e., with LWP of less than 100 g/m2) the
differences between the models are relatively small, typically in
the order of 2–3 K in all temperature regimes. The simulation
in Fig. 2 illustrates the primary difficulty encountered in this
study. To have an independent measure of LWP from AERI
we must limit our comparison to single-layer clouds with LWP
below 55 g/m2 [28], [29]. Differences between the models
in this LWP range are small, of the order of 2 K at most.
Thus, if the Liebe-91 model produces brightness temperatures
that are too warm at 150 and 170 GHz relative to the ob-
servations, we would expect to detect slightly larger positive
residuals (model—measurements) only in cases of extremely
cold clouds. If, on the other hand, the Liebe-93 and Stogryn-95
models produce temperatures that are too cold, we can expect
slightly larger negative residuals for these models in very cold
clouds as well. From the 90 GHz measurements it will not be
possible to detect which model is closer to the observations due
to the lack of spread among the sensitivities of the different
models for these low LWP conditions used in our study, but
we can have an idea of how well all models compare with the
observations.

IV. COMPARISON WITH MEASUREMENTS

A. Data Set Description

Data used in this study were collected at two of the ARM
Climate Research Facility sites. Several periods of single-layer
supercooled liquid clouds were examined at the SGP during
a four-month period from November 2008 to February 2009.
At the NSA two periods were identified during March 2007.
Near-coincident data from a Vaisala ceilometer, radiosondes,
and AERI were analyzed in addition to the measurements from
the microwave radiometers. Data were collected in temporal
proximity (±1 hour) of radiosondes launches, during which
time the atmospheric temperature profile could be assumed to
be stable.

Fig. 3 provides an example of the data used in the anal-
ysis. This period includes 483 points collected at the NSA

Fig. 3. Sample of data used in the NSA comparison. From the top: Cloud
base height from Vaisala ceilometer; PWV retrieved from the GVR (black dots)
and derived from the radiosonde (cross); estimated cloud average temperature;
AERI-retrieved LWP.

in March 2007. The top panel shows the temporal evolution
of the cloud base height derived from the Vaisala ceilometer.
The uncertainty associated with this measurement is roughly
100 m. Because of the low sensitivity of microwave radiome-
ters to the location of the clouds, this measurement will not
constitute a large source of uncertainty in the following anal-
ysis. The second panel [Fig. 3(b)] shows the corresponding
PWV derived from the microwave radiometer (the GVR in
this specific case; the MWR for cases at the SGP). The cross
indicates the PWV measured by the radiosonde. Because the
same radiosonde launch is used to perform radiative transfer
computation throughout the whole time period, the radiosonde
relative humidity is scaled at each sample time with the PWV
retrieved from the microwave radiometer. The temperature
profile measured by the radiosondes is used to estimate the
average temperature of the cloud layer [Fig. 3(c)]. From the
uncertainty in the measurement of the cloud base height we
can safely assume an error of ∼ ±5 K in the estimation of the
average cloud temperature. Fig. 3(d) shows the LWP retrieved
from AERI.

Independent retrievals of LWP are necessary to compare
the observed sky brightness temperatures from the various
microwave radiometers with simulations in cloudy conditions.
Unfortunately, microwave radiometers are the only instruments
that can provide reliable measurements of LWP under a wide
range of cloud conditions. The AERI measures sky infrared
radiances between 400 and 3000 cm−1 with spectral resolution
of 1 cm−1. The downwelling infrared radiance is sensitive
to liquid water clouds; however, the infrared spectrum be-
comes opaque and loses sensitivity when the LWP is greater
than approximately 60 g/m2[29]. The instrument calibrates
with one hot target (∼60 ◦C) and one ambient target, and
thus its absolute accuracy is better than 1% of the ambient
radiance [30].

The mixed-phase cloud property retrieval algorithm
(MIXCRA) is used to retrieve LWP from the AERI. The
algorithm retrieves cloud liquid and ice water path (among
other parameters) from infrared radiances and lidar cloud
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boundary observations. MIXCRA can provide accurate LWP
retrievals when the LWP is less than 60 g/m2 [29]. In addition,
MIXCRA can distinguish between liquid and ice phase in
situations of low water vapor (PWV < 1 cm). Dual-phase
retrievals were used in this study when the average cloud
temperature was below −15 ◦C. If the PWV is too high and
the water phase cannot be separated the resulting retrievals
will overestimate the amount of liquid (if ice is present in
the cloud); however, the lidar data set was visually inspected,
and cases that appeared to contain ice were eliminated. LWP
retrieval errors increase with the LWP; for this data set, the
2-sigma MIXCRA LWP uncertainty ranges between 0.5 and
4 g/m2 as the LWP ranges from 5 to 55 g/m2 (Fig. 3 in [29]).
Uncertainty in the MIXCRA retrieval, especially if a very
small amount of undetected ice is in the cloud, is one of the
largest sources of uncertainty in this analysis and may account
for some of the scatter observed in the comparison.

For all our cases, MonoRTM calculations were made using
the four different liquid water absorption models, where the
LWP was determined from the MIXCRA retrievals. In the
simulations the liquid water of the cloud layer was uniformly
distributed between the estimated cloud boundaries. The error
associated with this assumption is virtually negligible in our
study because microwave radiometers are largely insensitive to
the vertical distribution of liquid, especially when the LWP is
small [31], and the vertical extent of our clouds is fairly small
(less than 750 m in all cases, with a mean of 350 m).

Several sources of uncertainty impact the subsequent anal-
ysis. Besides the noise caused by natural atmospheric vari-
ability occurring during and near the radiosondes launches,
uncertainties in the location of the cloud affect the estimation
of the average cloud temperature, although this uncertainty is
considered to be very small. Uncertainties in the retrieved PWV
and, particularly, LWP affect the computation of the simulated
brightness temperatures, for example an error of 5 g/m2 in the
retrieved LWP results in an error of ∼1 K and 1.2 K in the sim-
ulated brightness temperatures at 90 and 150 GHz, respectively.
The compounded effect of all these sources of uncertainty
results in a spread of the computed brightness temperatures.
In the low LWP regime analyzed here, the spread between
the models is in most cases within the uncertainty level of
the measurements. However, the data set still provides us with
useful insights regarding the general behavior of the models,
especially at higher frequencies and at very cold temperatures.
Based on the standard deviation of the clear-sky cases and on
the sensitivity of each channel to changes in LWP, a lower LWP
threshold of 10 g/m2 was used to eliminate cases that may fall
within the clear-sky variability of the measurements. The final
data set includes a total of 1331 cases at the SGP and 588 cases
at the NSA.

B. Mass Absorption Coefficient Comparison

Before we proceed with the brightness temperature com-
parison, it is useful to compare the modeled and estimated
(from the observations) mass absorption coefficients. The mass
absorption coefficient is independent of the LWP, and it is
directly related to the dielectric constant of liquid water. In the

Rayleigh approximation the cloud absorption αL at frequency
ν for a cloud of liquid density ρL is computed as

αL ∼ 6πνρLIm

(
ε− 1

ε+ 2

)
∼ ε′′

(ε′ + 2)2 + ε′′2
(3)

where ε is the complex dielectric constant of water defined
in (1) and ε′ and ε′′ are its real and imaginary parts, respec-
tively. A path-averaged mass absorption coefficient can also be
defined as

αL =

∞∫
0

αL(z, ν)ρL(z) dz∫∞
0 ρL(z) dz

. (4)

This averaged mass absorption coefficient can be expressed
as αL = τL/L, where L is the LWP and τL is the component
of the opacity due to liquid water. To compare the modeled
and measured mass absorption coefficient, it is necessary to
estimate αL from the measurements. To do so, we first estimate
the total opacity from the measurements

τ = ln

(
Tmr − Tc

Tmr − Tb

)
(5)

where Tmr is the calculated mean radiating temperature at each
frequency [32], Tc the cosmic background, and Tb the corre-
sponding measured brightness temperature. We then compute
the dry (oxygen and nitrogen) and water vapor components
of the opacity with a radiative transfer model and estimate
the component due to the liquid as τL = τ − τd − τwv. In
this way the mass absorption coefficient due to the liquid can
be estimated from the measurements and compared with that
directly calculated from the model. The non-liquid components
(τd and τwv) were calculated by integrating the absorption
coefficients due to vapor, oxygen, and nitrogen over the whole
atmosphere. Obviously errors in the calculations of τd and τwv

have an impact on the estimated τL. The clear-sky brightness
temperature comparison does not display a dependence of the
residuals on the mean atmospheric temperature and the range
of PWV in the data set is limited; therefore, we do not expect
temperature-dependent systematic errors in the water vapor and
dry components of the opacity. Estimated liquid absorption
coefficients were binned in sliding 10-degree temperature in-
tervals. Fig. 4 shows the temperature dependence of the model
predicted mass absorption coefficient for each model, along
with the estimated αL for all frequencies. Numerical values
of the mean and standard deviation for each bin are shown
in Table II. All models have similar temperature dependence
for temperatures warmer than approximately −20 ◦C for the
23.8 and 31.4 GHz (Fig. 4, top two panels), and all models
seem to agree with the measurements within the uncertainties of
the observations at these two frequencies. However, at 90 and
150 GHz, the differences among the models are more notice-
able, especially for temperatures below −15 ◦C, with the largest
differences being between the Liebe-91 and Stogryn-95 models
that predict opposite behavior of the absorption coefficients at
these low temperatures.

In Fig. 4 the permittivity models were extrapolated to temper-
atures well below the range where laboratory measurements are
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Fig. 4. Estimated and calculated mass absorption coefficients for the 5 fre-
quencies used in this study: 23.8, 31.4, 90.0, 150.0, and 170.0 GHz (top to
bottom, respectively). Points with dashed error bars (±1 standard deviation) are
estimated from brightness temperature measurements. The models are Liebe-91
(circles), Liebe-93 (crosses), Ellison-06 (squares), and Stogryn-95 (stars). Solid
error bars correspond to the uncertainty associated with a 5% perturbation of
each model parameter. Corresponding numerical values for the mass absorption
coefficients estimated from the observations, including the number of points per
observation bin, are provided in Table II.

available. It is therefore important to estimate how uncertainties
in the model parameters are propagated in the process of
extrapolation. For this reason a 5% perturbation was applied
to the model parameters and the resulting uncertainty in the
absorption coefficient was computed as:

σ2
mod =

∑
i=1,N

σ2
i

(
∂αL

∂pi

)2

(6)

where the standard deviation on each parameter was assumed
to be σi = 5% and N is the number of fitting parameters. The
results from this exercise are shown in Fig. 4 as vertical bars
centered on the models at selected temperatures. The Liebe-91
model shows the greatest sensitivity to a small perturbation
of the parameters followed by the Ellison model. In both
models the largest uncertainties are related to the temperature
dependence of the first relaxation frequency 1/2πτ1. In all

models, however, larger deviations would be necessary to make
the experimental data a better fit.

The observations seem to support the Stogryn-95 model at
both frequencies, with the absorption coefficient decreasing
slightly at very cold temperatures. All models agree with
the measurements fairly well when the temperature is above
roughly −15 ◦C at 90 and 150 GHz. The bottom panel of Fig. 4
shows the estimated mass absorption coefficient at 170 GHz.
In this case again the observations seem to support the general
behavior of the Stogryn-95 model, although the temperature
dependence is more pronounced in the data. Again the Liebe-91
model (with the quadratic fit) has the largest discrepancy
with the measurements. The results are consistent with the
concern (expressed in [18]) that the Liebe-91 fit had a poor
behavior at low temperature for frequencies above 90 GHz.
The temperature dependence of the Liebe-93 and Ellison-06
models appears to be weaker than what is suggested by the
measurements.

The frequency dependence of the absorption coefficient cal-
culations for the four models together with that estimated from
the measurements at four temperatures (−20 ◦C, −14 ◦C,
−8 ◦C, and −3 ◦C) is shown in Fig. 5. At the coldest tem-
perature [Fig. 5(a)] the discrepancy between all models and
the measurements increases with frequency, suggesting that
the absorption in all models at this temperature (−20 ◦C) is
too strong. For the other three temperatures [Fig. 5(b)–(d)] the
measurements are in much better agreement with the models.

The MIXCRA retrievals used in this analysis assumed the
refractive index of liquid water as determined by Downing and
Williams [33]. This formulation does not have any tempera-
ture dependence to the liquid water refractive indices in the
thermal infrared; however, some recent laboratory studies have
suggested that there is temperature dependence that impacts
the infrared absorption for supercooled liquid water drops [34],
[35]. However, when we utilize the temperature-dependent
refractive indices of [34] in the MIXCRA retrievals, the quality
of the retrievals actually decreases; in other words, the fit to
the infrared spectrum is slightly worse than when the original
refractive indices of [33] are used. Furthermore, if we use
the Zasetsky et al. temperature-dependent refractive indices in
MIXCRA, the retrieved LWP values are approximately 10 g/m2

larger than when the Downing and Williams indices are used;
however, this increase results in a significantly larger liquid
water opacity that translates into a much larger average mass
absorption coefficient that is not at all consistent with published
mass absorption coefficients at 23.8 and 31.4 GHz. For these
reasons (i.e., the inability to fit the AERI spectra as well as
the inconsistent results that arise at the lower frequencies), we
have elected to not use the more recent temperature-dependent
infrared refractive indices in the MIXCRA retrievals in favor of
the temperature-independent values in this work.

C. Brightness Temperature Comparison and Estimated Effect
on LWP Retrievals

A comparison of measured and modeled brightness temper-
atures can help us determine the impact of various dielectric
model formulations on LWP retrievals. If one assumes that
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TABLE II
PATH-AVERAGED LIQUID MASS ABSORPTION COEFFICIENTS (Np cm−1) FOR THE 5 FREQUENCIES ESTIMATED FROM THE

OBSERVATIONS USED IN THIS STUDY. AVERAGE CLOUD TEMPERATURES ARE EXPRESSED IN DEGREES CELSIUS

Fig. 5. Estimated and calculated mass absorption coefficients as a function
of frequency (23.8, 31.4, 90.0, 150.0, and 170.0 GHz) and four representative
temperatures: −20 ◦C, −14 ◦C, −8 ◦C, and −3 ◦C from top to bottom.
Points with error bars (±1 standard deviation) are estimated from brightness
temperature measurements. Models are Liebe-91 (solid), Liebe-93 (dotted),
Ellison-06 (dashed), and Stogryn-95 (dot-dashed).

the measured brightness temperatures are the “truth”, then the
magnitude of the residuals, in conjunction with an estimated
sensitivity of each channel to liquid water, is indicative of
the resulting error introduced in the retrievals by an error in
the modeled brightness temperature. Brightness temperatures
at 31.4, 90, 150, and 170 GHz were computed from radioson-
des profiles with a uniformly distributed cloud layer inserted
between the estimated cloud boundaries.

Brightness temperature residuals (model—measured) are
shown in Fig. 6. In the top panel differences are shown for the

Fig. 6. Differences between simulated and observed brightness temperatures
as a function of cloud mean temperature for clouds with LWP between 10
and 55 g/m2. Top panel: 90 GHz (black), 31.4 GHz (brown). Bottom panel:
150 GHz (black), 170 GHz (brown).

31.4 GHz (brown) and 90 GHz (black) channels. In the low
LWP regime analyzed here, the four models have, as expected,
similar residuals. The 31.4 GHz channel has the lowest sensi-
tivity to LWP, especially when the LWP is low, and thus this
channel will not be included in the following discussion. Mea-
surements from the 90 GHz channel agree with models within
error bars except for the coldest bin where all models slightly
overestimate the brightness temperature. At this temperature
the Stogryn-95 model has the lowest average residual (< 1 K).
In the bottom panel the 150 GHz and 170 GHz residuals are
shown. Here, the agreement between models and measurements
is within error bars (1 standard deviation of the measurements)
until temperatures become colder than approximately −15 ◦C,
where all models produce brightness temperatures that are
on average 2–5 K warmer than observations. At these higher
frequencies the Stogryn-95 and Liebe-91 models produce the
best and worst agreement with the measurements, respectively.
When the temperature is between −10 ◦C and 0 ◦C all models
have a slightly negative bias. This would indicate a slight
underestimation of brightness temperatures by the models.

Although the LWP range examined here is limited, mid-
level supercooled liquid clouds at these temperatures gener-
ally contain very small amounts of liquid water; clouds in
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Fig. 7. Left column: Distribution of estimated LWP percentage error obtained
with the 90 GHz frequency observations and the Stogryn-95 model for cases
of cloud average temperature above (top) and below (bottom) −15 ◦C. Right
column: same as in the left column, but for the 150 and 170 GHz frequencies.

orographic terrain can frequently have larger amounts of super-
cooled liquid water (e.g., [35]). Therefore, the magnitude of the
residuals encountered here is likely representative of what can
be expected in many mid-troposphere cloud situations when the
cloud temperature is below −10 ◦C. It is possible that part of the
noise in the MWRHF residuals for cases with Tavg > −15 ◦C
(where the single-phase AERI retrieval was enabled) could be
due to undetected ice, which would result in a bias in the AERI-
retrieved LWP. This is probably the case for some of the points
that display high standard deviations around Tavg ∼ −12◦C.

From the magnitude of the residuals shown in Fig. 6, one can,
based on the sensitivity of the MWRHF and GVRP channels to
LWP variations, estimate the resulting effect on the retrieved
LWP when the retrieval is in a linear range. Expressing the
results as a percentage error provides information that can be
extrapolated to thicker clouds up to at least 100 g/m2. Fig. 7
shows the distributions of expected LWP percentage errors for
two temperature ranges (warmer and colder than −15 ◦C),
where different liquid-sensitive frequencies were used in the
retrieval. The histograms shown in Fig. 7 were produced by us-
ing the Stogryn-95 model, which agrees more closely with the
observations as indicated in Figs. 4–6; thus, the LWP percent-
age errors is larger for the other three absorption models (es-
pecially if one uses the 150 and 170 GHz channels). Measured
brightness temperatures were assumed to be the “truth” and the
channel sensitivity to LWP was estimated as ΔLWP = cΔTb

with c ∼ 4.83 K−1gm−2 at 90 GHz and c ∼ 3.91 K−1gm−2

at 150 and 170 GHz. The distribution of the LWP errors is
shown for the 90 GHz channel in the two left panels (top and
bottom). In the upper panel (warmer temperatures) the LWP
does not show any appreciable bias. In the bottom panel the
LWP is underestimated 25% on average. The corresponding
distributions for the 150 and 170 GHz channels are shown in
the right panels. At warmer temperatures (top panel—150 GHz)
the LWP distribution does not show any appreciable bias;
however, in colder clouds (bottom panel, 150 and 170 GHz)
the Stogryn-95 model underestimates LWP by roughly 50%. If
the same computations are repeated with the Liebe-91 model,

the resulting underestimation at low temperatures is ∼50% at
90 GHz and ∼80% at 150 and 170 GHz. The high standard
deviation of the histograms is a consequence of the fact that
brightness temperature computations are affected by the com-
pounding uncertainties previously discussed.

These results, in conjunction with the previous discussion
on the residuals suggest that the Stogryn-95 model (followed
by the Ellison model) would produce a more realistic LWP
estimate than the Liebe-91 model if frequencies higher than
90 GHz were used in the retrievals. If the 90 GHz channel
is used, all models will provide good estimate of LWP, with
the Stogryn-95 model possibly producing slightly higher values
than the other models at very cold temperatures. Although the
residuals shown are admittedly small and experimental uncer-
tainties may be affecting the results, the consistent behavior
between the two instruments (located in different locations,
built and calibrated differently) lends support to the validity of
the conclusion. Additional support may come from the GVR,
where LWP retrievals routinely obtained at the NSA from this
instrument (which employs two double-sideband frequencies
at 183.31 ± 7 and ± 14 GHz) with the Liebe-93 model are
generally smaller than corresponding retrievals from the MWR
as reported in [26].

V. CONCLUSION

This study was motivated by the need to assess how models
of water complex permittivity affect the retrieval of cloud liquid
water at microwave frequencies between 90 and 170 GHz in
supercooled liquid clouds. For this purpose a data set was as-
sembled of measurements from four ground-based DOE-ARM
microwave radiometers in two locations. The data set provided
sky brightness temperature measurements at 23.8, 31.4, 90,
150, and 170 GHz. An ancillary data set of measurements from
a cloud radar, Vaisala ceilometer, Vaisala RS92 radiosondes,
and AERI was used to derive additional information (such
as cloud boundaries, cloud temperature, and cloud LWP) that
could be used as input to a radiative transfer code. The cloud
temperatures in the assembled data set ranged from 0 ◦C to
approximately −22 ◦C. From the measurements it was pos-
sible to estimate a path-averaged mass absorption coefficient
that could be compared with model computations. In spite of
the limitations due to the experimental setup, the comparison
between the observations and the model computations provided
an interesting glimpse into possible issues affecting the extrap-
olation of available laboratory data of ε to cold temperatures
and high frequencies.

The model computations were repeated with four formula-
tions of the dielectic constant of water. From the comparison
all models appear to perform reasonably well in a wide range
of temperatures between 0 ◦C and −15 ◦C. Larger differences
between the models appear at the two higher frequencies (150
and 170 GHz) when the cloud temperature is colder than
−15 ◦C. In this case the measurements appear to be in better
agreement with the Stogryn-95 model. In this temperature
region, the Liebe-91 model displays the largest disagreement
with the measurements. Previous studies such as those of [4],
[12] reported conflicting results on the Stogryn-95 formulation.
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A more recent study by Mätzler [37], however found that in
supercooled clouds the Stogryn-95 model had the best agree-
ment with observations in the 20–30 GHz range. Measured and
simulated brightness temperatures were compared in a similar
fashion, and from the magnitude of the residuals an estimate
of the LWP error was derived. From this exercise it appears
that, in case of extremely cold clouds, the error introduced
by the models at frequencies above 90 GHz can cause an
underestimation of LWP as low as −50% (for Stogryn-95) and
as high as −80% (for Liebe-91). If confirmed by further studies,
the magnitude of these errors suggest that, until better fits are
derived for the water permittivity at higher frequencies and at
cold temperatures, the advantages provided by the higher sen-
sitivity of these channels are offset by the increased inaccuracy
in the liquid water absorption models.

In this scenario the use of the 90 GHz frequency for the
retrieval of LWP in supercooled clouds appears a safer choice.
The results suggest that the models are in acceptable agreement
with observations at this frequency and even in extremely cold
cases the LWP errors will not exceed ∼25% (except if Liebe-91
is used, in which case they could be higher). This frequency is
therefore a good candidate to reduce the current uncertainty in
the LWP retrieval of thin clouds to approximately 15%–30% in
most temperature regimes.

From our data set we cannot to speculate which component
of the dielectric constant formulation is causing the observed
behavior. Unfortunately from measurements of brightness tem-
peratures it is not possible to separate the real and imagi-
nary part of ε. For this purpose laboratory measurements are
necessary and it is highly desirable that, if feasible, more
laboratory measurements be conducted in the high-frequency
and low-temperature region (right now the only laboratory data
available at low temperatures are those of [38] collected at
9.61 GHz). On the observational side additional radiometric
data are soon going to be available. The GVRP is now con-
tinuously operating at the NSA site, and a 90 GHz radiometer
will soon be deployed permanently at the same site. It is the
intention of the authors to pursue this line of study by adding
models to future comparison.
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