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Abstract:

Wind energy is a major source of power in over 70 countries across the world, and the worldwide share of wind energy in electricity consumption is growing. The introduction of significant amounts of wind energy into power systems makes accurate wind forecasting a crucial element of modern electrical grids. These systems require forecasts with temporal scales of tens of minutes to a few days in advance at wind farm locations. Traditionally these forecasts predict the wind at turbine hub heights; this information is then converted by transmission system operators and energy companies into predictions of power output at wind farms. Since the power available in the wind is proportional to the wind speed cubed, even small wind forecast errors result in large power prediction errors. Accurate wind forecasts are worth billions of dollars annually; forecast improvements will result in reduced costs to consumers due to better integration of wind power into the power grid and more efficient trading of wind power on energy markets.

This thesis is a scientific contribution to the advancement of wind energy forecasting with mesoscale numerical weather prediction models. After an economic and theoretical overview of the importance of wind energy forecasts, this thesis continues with an analysis of wind speed predictions at hub height using the Weather Research and Forecasting (WRF) model. This analysis demonstrates the need for more detailed analyses of wind speeds and it is shown that wind energy forecasting cannot be reduced solely to forecasting winds at hub height. Calculating only the power output from hub height winds can result in erroneous estimates due to the vertical wind shear in the atmospheric boundary layer (PBL). Results show that the accuracy of modeled wind conditions and wind profiles in the PBL depends on the PBL scheme adopted and is different under varying atmospheric stability conditions, among other modeling factors. This has important implications for wind energy applications: shallow stable boundary layers can result in excessive wind shear, which is detrimental for wind energy applications. This is particularly relevant with offshore facilities, which represent a significant portion of new wind farms being constructed. Furthermore, a novel aspect to this study is the presentation of a verification methodology that takes into account wind at different heights where turbines operate.

The increasing number of wind farm deployments represents a novel and unique data source for improving mesoscale wind forecasts for wind energy applications. These new measurements include nacelle wind speeds and the turbines’ angle of rotation into the wind (yaw angles). This thesis continues with an extensive description of this new data set and its challenges in data assimilation, focusing on data from the Horns Rev I wind farm. Since wind farm data are such a dense data set there is need to derive representative information from the measurements, i.e., thin the data. Different thinning strategies and their impact on improving wind forecasts for wind power predictions are investigated with the WRF Four-Dimensional Data Assimilation system. The median of the whole wind farm was found to be the most successful thinning strategy. Nacelle winds and yaw angles are a promising data set to improve wind predictions downstream of a wind farm as well as at the wind farm itself: Their impact lasted up to 5 hours and depends on time of the day, forecast lead time and weather situation.

The thesis is submitted to the Technical University of Denmark in partial fulfilment of the requirements for the PhD degree.
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Predicting the wind speed at the location of wind farms to estimate their power output is a major and important component in the integration of wind energy in power systems. In fact, the advancement of the wind energy sector and the increase of the wind energy share in the power mix within the last decades would not have been as successful without the use of wind forecasts.

Numerous efforts have been undertaken to predict the wind at hub height of large wind farms, ranging from statistical models for very short term forecasts of seconds and minutes in advance, to numerical weather prediction based models covering the medium and longterm forecasts of hours to days in advance.

Usually it is the wind at turbine hub height that is used by transmission system operators and energy companies to predict the power output. Predicting hub height winds with mesoscale weather prediction models is the focus of this thesis. The first part concentrates on the predictability of hub height winds with mesoscale models. The first question to be answered is: Is it enough to predict the wind at hub height to get accurate power estimates? Since wind turbines are situated in the planetary boundary layer (PBL), and the turbine rotors sometimes cover an area that is below and above boundary layer height if the boundary layer is shallow, calculating the power output from hub height winds only may result in erroneous estimates (Wagner, 2010). The first part of this thesis consists therefore of an examination of how well wind profiles can be predicted. A verification technique that takes the variation of wind with height into account is proposed.

Knowing about the deficiencies of a model is important - improved forecast models are needed, however, and could contribute to enormous savings in the wind energy sector. A major part of this thesis deals thus with the idea of improving meteorological forecasts. Much could be done in this respect - one way of improving the accuracy of numerical weather forecasts is through data assimilation. With a growing number of wind farm deployments, especially offshore, a lot of new observations are becoming available, since on every turbine the wind conditions are recorded for turbine control purposes. This information can be used in a data assimilation system to update the meteorological conditions at the site of interest,
a wind farm. Starting from updated initial conditions achieved through assimilating wind farm data will be shown to produce more accurate wind forecasts for a wind farm. The concept of assimilating wind farm data is novel terrain. Since current observations in the boundary layer are sparse and not always representative, wind farm data constitute a valuable additional data set. In this thesis, wind information collected from offshore wind turbine nacelles and angles of the turbine’s rotation into the wind are assimilated into numerical weather prediction (NWP) models, with the aim of encouraging others to use wind farm data as well.

This thesis touches upon boundary layer research, specifically on winds in the boundary layer and on data assimilation in the boundary layer. As such it contributes to a better understanding of the wind conditions and the predictability of wind for wind farms. Since offshore wind farms are generally near the coast, the assimilation of wind farm data has the potential to improve wind and weather forecasts also inland.

Last but not least, this thesis is a contribution to the joint effort of everyone who promotes renewable energies.

This thesis is structured as follows: Chapter 2 introduces the importance of wind forecasts for wind energy purposes in detail. Their relevance in energy trading and grid integration is discussed. A section on wind energy forecasts places this thesis within the context of mesoscale NWP meteorological models with a special emphasis on wind forecasting. Wind energy forecasting with mesoscale models is discussed in Chapter 3. I refer to the mesoscale Weather Research and Forecast (WRF) model which was used for the simulations in this thesis. After an initial evaluation of its hub height wind predictions, the focus is on the evaluation of winds and vertical wind shear from WRF model forecasts using seven boundary layer schemes. It is pointed out, that wind energy forecasting cannot be reduced to forecasting winds at hub height, nor at 10 m. Since the initial conditions of a mesoscale NWP model determine, amongst other aspects, the forecast PBL structure and thus forecast winds, Chapter 4 deals with the idea of using data assimilation to improve wind energy forecasts for wind farms. The concept of data assimilation in general is described, followed by a section on data assimilation specifically for wind energy predictions. With an increasing number of wind farm deployments, a novel and unique data set is becoming increasingly available: wind speeds measured on the nacelle of a wind turbine and the yaw angle, the turbine’s angle of rotation into the wind. In Chapter 5 these wind farm observations are described. Since in the following chapter I will present results on the assimilation of these wind farm observations, chapter 5 also introduces the issues with these data in data assimilation. Chapter 6 explores the benefits of the assimilation of wind farm measurements into the WRF Four-Dimensional Data Assimilation System (FDDA). First, aggregation strategies are presented on how to assimilate wind farm data; second, their assimilation impact is discussed. Finally, Chapter 7 concludes the thesis; an outlook and implications of the work are given in Chapter 8.
2.1 Importance of wind energy forecasting

More than 20% of the Danish domestic power consumption is supplied by wind power, which makes Denmark the leading country in terms of wind power penetration, followed by Spain, where the share of wind of electricity consumption is 12% (Krohn et al., 2009; Zervos and Kjaer, 2008). Introducing such significant amounts of wind energy into a power system entails both positive and negative economic impacts. In order to mitigate the negative impacts, wind power forecasts are important for mainly two main aspects: trading the power on energy markets and dealing with balancing power, which is essential for grid integration of wind power. Both aspects come down to the same principle: demand and supply of power have to be balanced at all times.

Since the importance of wind forecasts can only be understood if the theoretical background of these two aspects is known, this chapter explains them from a perspective of liberalised EU power markets, with a special emphasis on the Nordic Power Market, which comprises Denmark, Norway, Sweden and Finland. The situation in the Nordic Power Market is driven by the fact that the produced wind power is given priority and has to be fed into the grid by law. Also in countries with an optional integration of produced wind power, e.g. in the U.S.A., there are incentives to use wind forecasts to determine operating reserve requirements (Botterud et al., 2009) or to trade the power on energy markets (Botterud et al., 2010; Marquis et al., 2011).

Placing this thesis within the perspective of these basic principles of wind power integration will conclude the chapter.
2.2 Trading wind power on energy markets

This section highlights the different horizons of wind energy forecasts and their importance for and relation to the power trade on energy markets.

2.2.1 Long horizon: 2-5 days

Wind power forecasts for the next 2 – 5 days, or even up to seven days, can give vital information about the expected market prices (risks of low prices, probability of high prices) and thereby when to make the outages for maintenance, operation tests, power tests, etc. This is the range where probabilistic forecasts, e.g., based on ensemble forecasts, can be very useful. This horizon is not covered in this thesis.

2.2.2 Medium horizon: 12-36 hours ahead

This is the horizon that is relevant for trading power on the spot market (day-ahead market). The spot market is a physical market, where prices and amounts are based on supply and demand. Power prices are determined with one price for each hour. Bidding closes at noon for deliveries from midnight and 24 hours ahead.

Accurate wind forecasts are important for this horizon for the following reasons:

- Estimation of the total wind power in the system and thus the power prices: The knowledge of the total wind power available for the day-ahead tells a lot about the market price for the day-ahead (Jónsson et al., 2010) and this information is vital for planning procedures of a power company. It is used to get a market overview. In order to determine the price for the day ahead, supply elements (like wind power, other power productions, power imports - the German power price is very sensitive to the wind power in Northern Germany, etc.) and demand elements (like consumption, which depends amongst other factors on weather and weekend/work day, and power exports) have to be balanced. Estimating the amount of wind power is linked to high uncertainty, whereas estimating the import/export volumes is linked to a moderate uncertainty for example. The rest of the elements like consumption or conventional production have a low uncertainty. This means that a good forecast of wind power allows market players to determine the price for the day ahead more accurately. Knowing the price for the day ahead, and since wind power in the energy mix reduces power prices in general (Krohn et al., 2009), electricity companies might use this information to deliberately shut down certain wind farms to keep the power prices at a certain level. Wind power reduces power prices, because the marginal price for wind is practically zero, since the prime mover - wind - is free.

- For trading on the day-ahead market: The better the forecast, the less power has to be traded on the intraday market, which will be shown to be more expensive in the next section.
2.2 Trading wind power on energy markets

2.2.3 Short horizon: 1-24 hours ahead

Most of the power of energy companies is traded on the day-ahead market. A dispatch operator of an energy company owning both wind and conventional power plants continuously makes sure that the total energy production is equal to the traded power. When wind power differs from the expected value, the operator must order the power plants to increase or decrease the production to keep the power balance. This is possible if regulation reserves are left. Otherwise, power will be sold/purchased on the intraday markets, which have a market gate closure of 1-2 hours before the delivery hour. The intraday market is a bilateral market, with different prices for the actors. The challenge on this market is to pick the best price at the best time. Any remaining imbalances will be traded on the regulating or balancing markets.

Both positive and negative imbalances are expensive for transmission system operators, energy providers and in the end for the whole society, and have to be sold/purchased on the balancing market. How expensive, depends on the general deficit/surplus of power on the market (Krohn et al., 2009): If the market tends towards a deficit of power, and if power production from wind power plants is lower than offered, other producers will have to adjust regulation up to maintain the power balance. The wind producers will be penalised and get a lower price for their electricity production than the spot market price. If wind power production is higher than the amount offered, wind power plants help to eliminate market deficits and therefore receive the spot price for the full production without paying a penalty. If the market tends towards an excess of power, and if power production from the wind power plant is higher than offered, other producers will have to adjust regulation down to maintain power balance. In this case, wind producers will be penalised and get a lower price for their electricity production than the spot market price. If the wind power production is lower than the bid, then wind power plants help to eliminate surplus on the market, and therefore receive the spot price for the full production without paying a penalty.

In this horizon, short-term wind forecasts are vital because frequently updated predictions help the dispatcher make the optimal choices on the intra-day market before it comes to be settled on the more expensive balancing markets. The better the forecasts, the smaller volumes will be exposed to these costly approaches.

Probabilistic forecasts are of no interest for the day ahead market, because the price determination is only affected by the bids and offers, and these are the average forecast volumes (without an indication of uncertainty).

2.2.4 Very short horizon: 10 Minutes to hours

This is a horizon relevant to power grid integration and is mostly covered by statistical models that include neural networks or are autoregressive moving average (ARMA) models. Since this horizon is not covered in this thesis, the interested reader is referred to Giebel et al. (2011) for an overview, or e.g., Gallego et al. (2011).
2.3 Impacts of wind power on the power system - coping with wind variability

Generally, the inherently variable nature of wind accounts for all the impacts and is the driver for the need of forecasts. Integrating wind into a power system requires changes in the scheduling and operation of other generators to deal with unpredicted deviations between supply and demand (Krohn et al., 2009).

Small temporal variations in wind energy production, like second to second or minute to minute, are rarely a problem for grid operators, since these variations will largely be cancelled out by other turbines in the grid. In general, the lowest time scale of interest to the Danish Transmission System Operator Energinet.dk is 5 minutes. Wind turbine energy production can, however, vary on an hourly basis, as can electricity demand from consumers. In both cases other generators on the grid have to provide power at short notice to balance supply and demand on the grid.

The cost of providing this balancing service depends on the type of generating equipment that is able to provide the balance supply and on the predictability of the variation in net electricity demand (demand variations minus wind power generation). The more predictable the net balancing needs, the easier it will be to schedule the use of balancing power plants and the easier it will be to use the least expensive units which are able to regulate power generation up or down at short notice.

It is not possible for wind producers to generate the amount of power they forecast on energy markets at all times, especially when bids have to be submitted between 12 – 36 hours in advance. Thus, other energy producers have to increase or reduce their power production to ensure that demand and supply are balanced. Also other actors on the spot market may require balancing power due to changes in demand, power plants shutting down, or other forced outages. Producers on the regulating market have to deliver their offers 1-2 hours before the hour of delivery, depending on the market rules. That is why only fast-response power producers (like gas fired power stations or hydro-electric power stations) will be able to respond quickly to deliver regulating power (Tuohy et al., 2009). The balancing costs, which can be significant, depend thus on the type and marginal costs of these reserve plants. Reducing these balancing costs is the main concern when integrating wind power in a power system.

The larger the geographical area to be balanced and the spread of wind power sites and aggregation in a system, the lower the effect of the wind variability on the grid (Landberg, 1997; Giebel, 2000; Focken et al., 2002). Larger balancing areas help decrease the impact of forecast errors of wind power, and thus reduce the amount of unforeseen imbalance (Krohn et al., 2009; Ernst et al., 2007; Giebel et al., 2007). Since offshore wind farms usually have an installed capacity that is larger than onshore wind farms, this effect is especially relevant for onshore wind farms. In the case of large offshore wind farms, like Horns Rev I and II with a high concentration of turbines in a limited geographical area, wind fluctuations can translate into large power fluctuations (Akhamatov et al., 2007; Sørensen et al., 2008). As wind farms get larger in the future and become more common, wind forecasts will be more and more important.
In summary, balancing costs could be decreased if wind forecasts were more accurate. Then only small deviations from the bidded wind power would be left to the rest of the power system.

2.4 Wind energy forecasts

Wind energy forecasts have been used and systems have been developed during the last decades, ranging from forecast times of minutes to hours or up to a few days, including statistical and meteorological models. Costa et al. (2008) give an extensive review on the history of wind power short-term prediction with a vast list of references. Within the ANEMOS.plus project, Giebel et al. (2011) published a comprehensive report on the State-Of-The-Art in Short-Term Prediction of Wind Power, stating that within the last 6 years, the field of short-term wind forecast has “practically exploded”. The report covers time series models, meteorological models, short-term prediction, upscaling and spatio-temporal correlations, as well as ensemble forecasting to mention a few aspects. In these reports both power forecasting and wind forecasting are addressed.

The content of this thesis belongs to the field of mesoscale NWP meteorological models with a special emphasis on wind forecasting. As is inherent with these models, the forecast time scale is in the order of a few hours to a few days. More specifically, in the first part of the thesis I analyse forecasts ranging from 0 to 36 hours. The second part focuses on improving the short-term forecasts for wind farms, i.e., forecasts from 1 to 24 hours ahead. Improving the accuracy of these short-term forecasts has been shown in Costa et al. (2008), Giebel et al. (2011) and in Holttinen and Hirvonen (2005) to be of critical importance.

Through personal communication with transmission system operators and power companies, it seems that accurate wind forecasts are needed the most. The wind forecasts from wind at turbine hub height are then converted with in-house or commercial external tools to power forecasts for wind farms and balancing areas, which then serve as the basis for trading and scheduling. This thesis deals therefore with wind forecasts only. As further elaborated in Chapter 3, using predictions of winds at hub height only can result in erroneous power estimates (Wagner, 2010). In the future it will thus be necessary to use wind speeds at different heights to come up with a power estimate. An evaluation of mesoscale wind forecasts that takes winds at several heights into account is presented in section 3.3.

2.5 Summary and Conclusion

It has been argued that the use of wind forecasts is crucial to energy companies and transmission system operators in production planning and financial optimisation. Forecasts are needed for different time horizons and their primary benefit can mainly be grouped into the areas of grid integration and energy markets. The theories behind the economic benefits are very complex and depend on many aspects. Not two days are equal in assessing the value of improved forecasts. In this thesis I refer to improved wind forecasts in the sense of more accurate forecasts, i.e., a prediction of wind speed that is closer to the observed winds.
Whatever side you look at, it always comes down to financial benefits in the end. Short-term forecasts, i.e., forecasts up to a few hours ahead, seem to be among the most important when taking financial incentives as a benchmark to determine the importance of forecasts. Quantifying the monetary value of improved wind forecasts is complicated, however (Marquis et al., 2011). Studies conducted in the U.S.A. market seem to agree that the value is in the order of billions of dollars annually. Also in Europe, an improved quality of wind forecasts of only a few percent gives enormous benefits (Giebel et al., 2011).

If nothing else, improved grid integration of wind power and economic incentives through better forecasts enhance the value and acceptance of wind power, increase the share of renewable energy in the power mix, reduce the dependence of fossil fuels and thus help to mitigate the interference with climate and environment. This will ultimately be to the benefit of all of us.
3. Chapter 3

Wind Energy Forecasting With Mesoscale Models

This chapter serves various purposes. It links the use of mesoscale models to wind energy forecasting and presents a first assessment of wind forecasts close to hub height modeled by the WRF model. This first assessment will demonstrate that verifying model winds at hub height only is not enough for wind energy purposes and motivates the principal part in this chapter: an analysis of seven boundary layer schemes of the WRF model, based on wind verification at different heights across the rotor area. A verification methodology of mesoscale model output for wind energy purposes is proposed. The evaluation of the seven boundary layer schemes and the new verification methodology are described in detail in Draxl et al. (2011b).

3.1 On the use of mesoscale models in wind energy forecasting

A mesoscale NWP model focuses per definition on the mesoscale, i.e., on a temporal scale of a few hours to a day and on a horizontal spatial scale of a few kilometers to several hundred kilometers (Pielke, 2002). The vertical scale extends from tens of meters to the depth of the troposphere. Pielke (2002) defines the mesoscale further as “those atmospheric systems that have a horizontal extent large enough for the hydrostatic approximation to the vertical pressure distribution to be valid, yet small enough for the geostrophic and gradient winds to be inappropriate as approximations to the actual wind circulation above the planetary boundary layer. This scale of interest, then, along with computer and cost limitations, defines the domain and grid sizes of mesoscale models.” The hydrostatic approximation is good for synoptic and subsynoptic scales of motion and models using the hydrostatic approximation are usually applied to resolve resolutions as small as 10 km (AMS Glossary of Meteorology, http://amsglossary.allenpress.com/glossary/; last access Feb. 2012). These are mostly global and regional weather prediction models. For NWP models resolving small scale features in the order of tens of kilometers and small-scale mesoscale circulations such as
cumulus convection and sea-breeze circulations, the hydrostatic approximation is not made (non-hydrostatic models). These models require thus the full three-dimensional equations of motion.

Since the grid resolution in mesoscale models is too large to resolve explicitly the small-scale fluxes in the boundary layer, subgrid-scale turbulent fluxes and vertical mixing are handled by PBL parameterizations (Pielke, 2002; Stull, 1988a). These use the distribution of wind, temperature, and water vapor mixing ratio with height as well as the surface fluxes calculated from a land surface model and/or surface layer scheme to determine, amongst other things, the time tendencies of wind. The latter can then be used as predictions for wind energy purposes.

The Weather Research and Forecasting (WRF) model

The mesoscale model applied in this thesis for all the simulations is the Advanced Research WRF model (Skamarock et al., 2008), which is a community model maintained by the National Center for Atmospheric Research (NCAR) in the U.S.A. Its principal components comprise a dynamics solver, physics packages, and initialization routines. Multiple numerics/dynamics options can be handled by a namelist. It also includes a variational data assimilation (3DVAR and 4DVAR) package and nudging capabilities. The equations are fully compressible and Euler nonhydrostatic. The vertical coordinates are terrain-following, dry hydrostatic-pressure with vertical grid stretching permitted.

3.2 Assessing hub height wind forecasts in WRF

When using a NWP model, it is important to understand its deficiencies and physical limitations. For that purpose, I evaluated Risø’s real-time WRF-based forecast system for the period from 1 March to 15 May 2009 for a first assessment (adapted from Draxl et al. (2009)).

3.2.1 WRF setup

Real-time test runs using the Advanced Research WRF Version 3.0.1.1 were in operation from March - May 2009 with the following specifications:

- Mother domain with 18 km resolution; two nested domains (two-way nests) with 6 and 2 km horizontal resolution (Figure 3.1);
- 37 vertical levels; the lowest levels were at approximate heights of 14, 55, 105 and 164 m AGL
- Initial and boundary conditions from US National Centers for Environmental Prediction (NCEP) Global Forecast System analyses at 1° x 1° resolution; Sea surface temperature fields at high resolution from NCEP analysis
- Runs start at 6:00 and 18:00 local time from 00:00 and 12:00 UTC initial fields
3.2 Assessing hub height wind forecasts in WRF

Figure 3.1: WRF model domain configuration and surface elevation (left). Land-use classes on domain 3 (right); The WRF grid squares closest to those at Høvsøre and covering most of Denmark are classified as *Dryland cropland and pasture*. Also, location of observation masts at Høvsøre and the offshore wind farm Horns Rev.

- Model physics: Thompson graupel scheme, Kain-Fritsch cumulus parameterization. Lower atmosphere: Unified Noah landsurface model, Monin-Obukhov scheme, Yonsei University (YSU) PBL, 6th order numerical diffusion, Positive definite advection of moisture and scalars
- No FDDA or grid nudging

3.2.2 Verification procedure

The model was evaluated at a height of ~55 meters (second model level) for a period from 1 March to 15 May 2009. Winds at this height are compared to those measured with a Risø cup anemometer ([Pedersen, 2004](#)) at a height of 60 meters at Høvsøre (Figure 3.1) for the same time period. Since the measurement mast at Høvsøre is situated in the wake of wind turbines when the wind comes from northern directions, I excluded winds between 300 and 60° from the computations. In order to verify the forecast runs against the observations and to see a pattern of forecast skill, a poor man’s ensemble was created by using different forecast runs for the same forecast time. Since the model was run every 12 hours for a period of 24 hours, it was thus possible to get up to three different forecasts for one specific time. These values were taken to compute an average bias and root mean square errors (RMSE) for every forecast hour (i.e. +1h, +2h, +3h, until +23h).
3.2.3 Verification results

The mean root mean square errors and mean bias of wind speed for forecast lead times up to $+23$ hours are within 2 m s$^{-1}$ and approx. 1 m s$^{-1}$, respectively (Figure 3.2). Figure 3.2 (upper panel) shows a definite relation of bias to the time of the day. After some noise in the analysis, the forecasts are statistically more accurate for forecast times of $+1$ hour. This is especially true for the runs initialized at 00 UTC. The runs have their statistically worst time around a forecast time of $+6$ and $+18$ hours, showing more accurate behavior around leadtimes of $+10$ to $+13$ hours. This diurnal cycle can be explained by the model’s failure of capturing transitions from stable to convective boundary layers: In the morning transition, that in Denmark in this season takes place usually around 6 UTC with sunrise, it is assumed that the nocturnal inversion gradually weakens due to warming and the convective boundary layer grows. In the evening transition, in Denmark around 18 UTC, the convective boundary layer dissolves and a surface inversion is formed. The $+6$ hour and $+18$ hour forecasts correspond to 6 and 18 UTC for the 00 UTC runs, and 18 and 6 UTC for the 12 UTC runs, respectively. That is the time of a transition that statistically is not perfectly captured and results thus in a higher bias. The $+12$ hour and $+24$ hour forecasts correspond to 12 and 00 UTC, respectively. No transition occurs in general at these times, so the bias gets less pronounced. There is a difference in the behavior of the runs initialized at 00 and 12 UTC. While the night runs start with a more negative bias for the analysis, the day runs start with
3.2 Assessing hub height wind forecasts in WRF

Figure 3.3: Wind speed biases (upper panel) and RMSE (lower panel) in m s\(^{-1}\) for Høvsøre for forecast lead times from 0 (analysis) to +23 hours for wind speed bins of 0–2.5 m s\(^{-1}\), 2.5–5 m s\(^{-1}\), 5–10 m s\(^{-1}\) and >10 m s\(^{-1}\) for the runs initialized at 00 and 12 UTC combined. The blue line depicts the bias and RMSE for all the simulations.

Figure 3.4: Left: Histogram of forecast (yellow) and observed wind speeds (blue). Right: Distribution of the different wind speed classes for each forecast hour.

a statistically more accurate forecast. I propose two reasons for the difference in the two cycles: (i) the runs initialized at night have fewer observations included in the analysis than
during the day, therefore the analysis values of the 12 UTC runs are more accurate; (ii) the large scale model’s boundary layer used for the initialisation of the forecasts captures the nocturnal PBL worse. The root mean square error (Figure 3.2, lower panel) shows a quite homogeneous behavior for leadtimes up to +13 hours, followed by a striking peak of a higher error for the 12 UTC run. This behaviour would be smoothed out when using a verification period longer than nine weeks, since the statistics in that case are strongly influenced by a single poorly forecast event. For all runs it can be summarized, that WRF overpredicts the wind speeds slightly, having a positive bias most of the time (Figure 3.2 (upper panel) and Figure 3.4). The reason for overpredicting the wind speeds is probably because the model is prone to mix winds from above the boundary layer into stable atmospheres (Mass et al., 2002).

3.2.4 Dependence of error metrics on wind speed

I further calculated bias and RMSE values depending on the forecast wind speed. The forecast wind speeds were grouped into bins of 0–2.5 m s\(^{-1}\), 2.5–5 m s\(^{-1}\), 5–10 m s\(^{-1}\) and > 10 m s\(^{-1}\). Figure 3.3 (upper panel) shows a clear dependence of bias on the forecast wind speed. The higher the forecast winds, the more positive the bias, e.g., if the model predicts wind speeds above 10 m s\(^{-1}\), it is rather overpredicting, whereas when the model predicts low winds (0-5 m s\(^{-1}\)), it is under predicting in general. For winds > 2.5 m s\(^{-1}\), the bias increases compared to the analysis for the next +4 to +6 forecast hours, rising afterwards. Since the amount of data is less in lower wind speed classes as depicted in Figure 3.4 (right), their bias curves are less smooth and single events have a larger impact on the statistics.

The root mean square error is less for low winds than for high winds (Figure 3.3, lower panel). One might argue that this behavior is an artifact of wind speeds being positive and because the possible span of predicting wind speeds wrongly gets higher at higher wind speeds. Statistics depend on their application, however. In wind energy, low winds < 2.5 m s\(^{-1}\) are not relevant. The higher the wind speeds, the bigger the impact of forecast errors, since the power in the wind depends on the wind speed cubed. This is especially important in the steep part of the power curve, i.e., depending on the turbine manufacturer between ∼3 and 15 m s\(^{-1}\). Above 15 m s\(^{-1}\), in the flat part of the power curve, small forecast errors are mostly inconsequential, except for predictions around cut off wind speeds at approx. 25 m s\(^{-1}\). Thus, for wind energy purposes, it is often relevant to not flatten statistics but to explicitly look for single poor forecast events.

3.2.5 Summary

Although the data set used in this analysis is too short to draw overall conclusions of model behavior, it serves well to get a good overview of how the WRF model predicts wind speeds around hub height. This first assessment of the WRF model shows, that the wind forecasts at 60 m at Høvsøre show in general low root mean square errors and biases. However, overall statistics blur or flatten strong forecast differences that may occur in individual cases. Especially in wind speed classes that are crucial for no/full wind, like around the start up wind speed at approx. 3 m s\(^{-1}\) and the cut off wind speed at approx. 25 m s\(^{-1}\), a predicted difference of only a few m s\(^{-1}\) can result in an important difference in power output. This
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is most relevant around the cut off wind speed, since high wind power production rates are at stake. WRF tends to overpredict the wind speeds at 60 m, which could also be found in Draxl et al. (2011b). The higher the forecast winds, the more pronounced this effect.

It could further be shown, that the first forecast hours lack accuracy due to model inadequacies at the beginning of each run. The model starts from dry initial conditions only with moisture fields, i.e., all cloud-related fields are zero. In addition, initial fields are smooth because of the coarse resolution of the driving global model. Consequently, mesoscale features take some time to develop. The differences in behaviour between the 00 UTC and 12 UTC run, that I relate to a better analysis from the GFS model that is available at 12 UTC, shows the need to improve the initial conditions. This will will be further elaborated in chapter 4.

Draxl et al. (2011b) presents a more extensive comparison as done before of seven PBL parameterizations available in WRF V3.1 and focuses on the novel approach of analyzing not only wind speeds at hub height, but wind shear within that part of the boundary layer that covers the entire rotor of most modern and large wind turbines. Most of this paper will be shown in this section. Its purpose is twofold:

• Wind shear is responsible for the development of turbulent motions associated with shear-induced instability (Kelley et al. (2004), Blumen et al. (2001)). These turbulent motions can lead to vibration or damaging loading events and thus to shorter life times of wind turbines.

• Wind shear impacts the extraction of energy from the wind over the area of the rotor disk (Wagner, 2010).

• The wake generated by a wind farm is affected by atmospheric stability conditions (Christiansen and Hasager, 2005a). Information about the wind shear, which is an indication for atmospheric stability, is important when assessing the overall power losses by a wind farm.

• When the output from mesoscale models is used for wind resource assessment, information about the wind profile across the rotor area will lead to more accurate resource estimates.
• By analyzing seven boundary-layer schemes of the WRF model, recommendations are provided about which PBL parameterization performs best for wind energy purposes under similar climatological and geographical conditions as the ones from this study.

• A verification methodology for mesoscale models used for wind energy applications is presented that takes winds at several heights into account.

3.3.1 Introduction

As mentioned in section 3.1, the choice of PBL scheme plays a significant role in the evolution of the low-level wind structure and therefore can heavily impact the quality of the forecast winds. Many aspects of a mesoscale model determine the quality of the forecast PBL structure. In the WRF model, surface momentum, heat and moisture fluxes are calculated by a surface layer scheme, that is coupled to a land surface model, which in turn provides input for the PBL scheme. Since each PBL scheme is expected to run with a particular surface layer scheme, an evaluation of the performance of the different PBL schemes alone is difficult (Shin and Hong, 2011). And, from a practical point of view, these differences are irrelevant due to the tight coupling between surface layer and PBL scheme. In this study, differences between the PBL schemes will be shown while evaluating properties of the surface layer and land surface models as well.

The verification site used in this study, Høvsøre, is situated near the coast. Although I chose the nearest model grid point over land to be compared with the measurements, it is likely there are influences of internal boundary layers, low level jets and sublayer structures not captured by the model resolution. In fact, the verification of these phenomena is an important research area in itself.

Others have used the WRF model to analyze wind predictions: Mesoscale model simulations using five of the PBL parameterizations were compared previously in Zhang and Zheng (2004) for surface wind and temperature in the Mesoscale Model Version 5 (MM5), and in Shin and Hong (2011) in WRF. Previous studies tackled the comparison with fewer schemes in WRF with a different focus: Li and Pu (2008) and Nolan et al. (2009) studied sensitivity during hurricane events, Jankov et al. (2005) discussed different WRF configurations in rainy conditions, Hu et al. (2010) focused on three PBL schemes; their wind profile analysis did not meet the required resolution for wind energy purposes, however. A vast comparison of different PBL parameterizations, using single column models, was carried out during the GEWEX Atmospheric Boundary Layer Study (Bosveld et al., 2008; Cuxart et al., 2006). Studies related to wind energy comprise a comparison of two boundary layer schemes with an emphasis on forecasting low-level jets (Storm et al., 2008), as well as an analysis of the wind shear over the United States Great Plains with four PBL parameterizations (Storm and Basu, 2010).

The novel approach in this paper consists of a more extensive comparison than done before, using seven PBL parameterizations available in WRF V3.1. I focus on analyzing wind shear within that part of the boundary layer that covers the entire rotor of most modern and large wind turbines, and I consider atmospheric stability.
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3.3.2 Data

3.3.2.1 WRF Model setup

The WRF model setup (Advanced Research WRF, Version 3.1 (Wang et al., 2010)) consists of a main grid with horizontal grid spacing of 18 km and 2 nested domains (with 6 and 2 km spacing), the innermost domain covering most of Denmark (Figure 3.5). The model was initialized and forced at the boundaries by $1^\circ \times 1^\circ$ US National Center for Environmental Prediction (NCEP) Global Forecast System analyses at 6 hours intervals. Hence, the model simulations are actually hindcasts rather than forecasts. The sea surface temperature fields are also obtained from NCEP analyses at a horizontal resolution of $0.5^\circ \times 0.5^\circ$. Land use categories come from the United States Geological Service (USGS). I used 2-way nesting between domains and 37 vertical levels, with 8 levels within the lowest 500 m. The lowest levels important for wind energy applications were at approximately 14, 53, 105, and 164 m AGL during the studied period. The model physics options included: Thompson microphysics scheme, Kain-Fritsch cumulus parameterization, 6th order numerical diffusion, and positive definite advection of moisture and scalars. The rapid radiative transfer model (RRTM) and Dudhia schemes are used for longwave and shortwave radiation calculations, respectively. No data assimilation or grid nudging was used in the forecasts. These choices were based on experience from previous modeling systems Liu et al. (2008) and short sensitivity experiments. A similar model setup has been used in real-time WRF forecasts at DTU Wind Energy since May 2009.

Seven experiments with 30 hour forecasts were carried out for 1–30 October 2009. Each forecast was initialized at 12:00 UTC (UTC = local standard time - 1 hour). However, for the comparison only forecasts with lead times of 7 to 30 hours were used to avoid using forecasts within the model spin-up period. The seven experiments differ only in the PBL schemes, their associated land surface models and surface layer physics as recommended in Wang et al. (2010), and are described in Table 3.1. All other model aspects, such as convective and radiation parameterizations, remained the same.

The month of October 2009 was the period of choice due to its variable and representative weather conditions: The synoptic situation in Denmark was characterized by a low pressure system over Scandinavia during the first few days, interrupted by a ridge of high pressure on the 5th of October. From the 9th October, and for about 10 days onwards, anticyclonic conditions prevailed, leading to stable conditions at night and unstable conditions during the day. After that, an upper-

![Figure 3.5: Domain configuration and terrain elevation of the WRF model setup. The black squares indicate the boundaries of two nested domains.](image-url)
Table 3.1: Description of the seven experiments: PBL parameterizations, their closure type (Turbulence Kinetic Energy; TKE) associated land surface models and surface layer physics schemes, as recommended in Wang et al. (2010).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>PBL parameterization</th>
<th>Closure type</th>
<th>Land surface model</th>
<th>Surface layer scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>MYJ</td>
<td>Mellor-Yamada-Janji Mellor and Yamada (1982)</td>
<td>TKE 1.5-order</td>
<td>Unified Noah LSM</td>
<td>Eta similarity</td>
</tr>
<tr>
<td>MYNN2</td>
<td>Mellor-Yamada Nakanishi and Niino Level 2.5 Janjic (2001)</td>
<td>TKE 1.5-order</td>
<td>Unified Noah LSM</td>
<td>MYNN</td>
</tr>
<tr>
<td>MYNN3</td>
<td>Mellor-Yamada Nakanishi and Niino Level 3 Nakanishi and Niino (2006)</td>
<td>TKE 2nd-order</td>
<td>Unified Noah LSM</td>
<td>MYNN</td>
</tr>
<tr>
<td>QNSE</td>
<td>Quasi-Normal Scale Elimination Sukoriansky et al. (2006)</td>
<td>TKE 1.5-order</td>
<td>Unified Noah LSM</td>
<td>QNSE</td>
</tr>
<tr>
<td>YSU</td>
<td>Yonsei University Scheme Hong et al. (2006)</td>
<td>Non-local-K mixing</td>
<td>Unified Noah LSM</td>
<td>Monin-Obukhov</td>
</tr>
</tbody>
</table>

level low over western Europe with neutral and slightly unstable conditions determined the weather conditions over Scandinavia again, followed by a high pressure system and characterized by stable conditions during night times by the end of the month. Stable atmospheric conditions in the lower boundary layer occur often in Denmark (Peña, 2009). In response to these large-scale conditions, the low-level flow at the verification site is mainly northwesterly (from the sea) during the first half of October and easterly (from land) during the second half.

### 3.3.2.2 Observations

The WRF model simulations were verified against measurements from a meteorological mast and a light tower at Høvsøre, situated on the northwest coast of Denmark, 1.7 km inland (Figure 3.6). DTU Wind Energy manages the National Test Station for Large Wind Turbines there and up to 5 wind turbines are in testing at any particular time. The terrain around the site is flat and homogeneous and the prevailing wind directions are west and northwest. In this study measurements of 10 min averaged wind speeds at heights of 10, 40, 60, 80, 100 and 116 m from the meteorological mast and at 160 m from the light tower are used; further, the temperature measurements at 2 and 100 m as well as kinematic heat fluxes measured by a sonic anemometer at 10 m. The friction velocity $u_*$ and the Obukhov length $L$ were computed from the sonic fluxes. When winds are from the north ($330^\circ$–$30^\circ$), the mast is located in the wake of a row wind turbines (Figure 3.6). Data within this range of directions were not used for the results presented here. The percentage of wake-free data in each atmospheric stability class (defined within intervals of $L$ as proposed by (Gryning et al., 2007) relative to all the data per stability class varies from 72 – 93 % (Table 3.3) during the time of the numerical experiments.

### 3.3.2.3 Verification methods

In this paper a verification method for mesoscale models for wind energy applications is proposed. Since the hub height of most large wind turbines is between 60 and 100 m, a
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Figure 3.6: (left) Map of Høvsøre, Denmark. The large dots show the location of the wind turbines, squares show the location of the meteorological mast and light tower. The lines indicate the wake zone of the wind turbines (330°–30°). The inset shows Denmark; the arrow points at Høvsøre. (right) Location of Høvsøre (red plus sign) relative to the WRF model grid (2 km grid spacing). The green cross shows the location of the model grid point used for verification. Ocean grid squares are blue; yellow grid boxes are dryland cropland and pasture; the brown box is Cropland/Grassland Mosaic.

Mesoscale model must be verified at these heights at least. Furthermore, information about the wind profile is crucial for wind energy forecasting because rotor diameters of large wind turbines are between 30 and 130 m. Within this interval, the turbines might experience a wind shear across the rotor area in excess of 5 m s$^{-1}$. This shear is often observed in regions with shallow stable boundary layers, like in the North Sea, where the boundary layer top can be around hub height (Giebel and Gryning, 2004). The lower part of the rotor will then be below and the upper part above the boundary layer top.

In the comparison I concentrate thus on verifying the model forecasts at different model levels (section 3.3.3.1) and the wind shear (section 3.3.3.2) and its dependence on atmospheric stability conditions (section 3.3.3.3 and Table 3.3). Error metrics such as the root-mean-square-error and a newly defined "wind profile error" (section 3.3.3.4) lead to the conclusions.

Since the WRF mass grid point closest to Høvsøre is classified as water (Figure 3.6b), the next grid point eastward is chosen for comparison against observations. This grid point displays similar distance to the coast as in reality and is classified as "Dryland cropland and pasture", with a surface roughness length of 0.15 m during 1–14 October and 0.05 m after. The observational estimates of surface roughness length at the site are in the range of 0.01–0.02 m all year round (Gryning et al., 2007; Peña, 2009).

The power exponent parameter $\alpha$ defined from the power law is used:

$$\frac{u_2}{u_1} = \left(\frac{z_2}{z_1}\right)^\alpha \tag{3.1}$$

where $u_1$ and $u_2$ are the wind speeds at levels $z_1$ and $z_2$, respectively, to evaluate the wind shear in the observations and model simulations.
An estimate of the value of $\alpha$ in the surface layer can be calculated from Monin-Obukhov similarity theory (MOST, e.g., Stull (1988b)). For a given set of heights, the value of $\alpha$ depends on atmospheric stability and roughness length. In the calculations, $z_1$ and $z_2$ represent the measurement heights of 10 and 60 m. For the model data, the wind speed at the first and second model levels are used and their respective heights at approximately 14 and 53 m. Replacing $u_1$ and $u_2$ in Eq. 3.1 with the logarithmic wind law and for a surface roughness of $z_0 = 0.02$ m, which is close to the observed value at Høvsøre (Peña, 2009), $\alpha \approx 0.14$. Based on the roughness length description of the WRF setup and under neutral conditions, the values of alpha are slightly larger: $\alpha \approx 0.16$ and $\alpha \approx 0.19$ for $z_0 = 0.05$ m (winter value) and $z_0 = 0.15$ m (summer value), respectively.

Gryning et al. (2007) showed, using data from Høvsøre, that on a semi-log graph the wind profile in statically neutral situations ($|L| > 500$ m) appears as a straight line, whereas wind profiles in stable ($L < 500$ m) and unstable ($L < -500$ m) boundary layers curve downward/negatively and upward/positively with height. Model-derived wind profiles are thus compared under distinct classes of $L$ to evaluate the ability of the various PBL schemes to represent such behavior. The wind profile error, WPE, is calculated by averaging the root-mean-square errors for the observed wind speeds at 60, 100 and 160 m and the second, third and fourth model level (at 53, 105, and 164 m).

### 3.3.3 Verification of low-level winds

The simulated wind speed was verified against observations at model levels one to four; observed temperatures against those at 2 m and on the second model level. No vertical interpolation of the model values to match the measurement heights has been done since the height of the model levels is often quite close to that of the observations (only at the second level the average difference in height is 7 m). In addition, I used the observed values at Høvsøre of the shear exponent, $\alpha$, the friction velocity, $u_*$, the kinematic heat flux at 10 m, $\overline{w'\theta'}$, and the Obukhov length, $L$. From the measurements, $L = -(u_*^2 T_0) / (\kappa \rho g \overline{w'\theta'})$. $T_0$ is a fixed temperature of $20^\circ$C, and $\kappa$ and $g$ are the von Kármán constant ($\kappa = 0.4$) and the acceleration due to gravity, respectively. For the model, the same relationship is used but with the model-derived values that are instantaneous and output hourly.

The overall error statistics between the simulated values from the seven sets of forecasts and the observations are presented in Table 3.2. Biases in wind speed are mostly positive (i.e., the simulated wind speeds are higher than those observed), except for the QNSE- (at 10 and 60 m), the MYJ- (at 60 m) and YSU-based (at 160 m) forecasts that have small negative biases. The absolute values of the biases are larger at the first model level than at 160 m. Smaller errors at 10 m are sometimes but not always correlated to smaller errors at 60 and 160 m. Temperature biases are within $\pm 1^\circ$C, except for the YSU-based forecasts at 2 m. Thus, the forecasts tend to be slightly warmer than the observations at 2 m; this effect could also be explained by incorrect soil moisture initialization. The biases in $\alpha$ are mostly positive, i.e. the values of $\alpha$ from the forecasts are larger than those diagnosed from the observations. Because of the differences in height (10 and 60 m in the observations versus 14 and 53 m in the simulations) and the higher surface roughness length in the model, it is expected that the value of $\alpha$ is slightly larger in the forecasts than the observed value under neutral conditions.
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Table 3.2: Error statistics between WRF forecast sets and the observations at Høvsøre for the period 1–30 October 2009. Only forecasts with lead times between 7–30 hours are considered. The levels used in the wind statistics for the observations and model are: 10 and 14 m, 60 and 56 m, and 160 and 164 m. The lowest BIAS or RMSE error per PBL experiment is in bold.

<table>
<thead>
<tr>
<th>BIAS (WRF-observations)</th>
<th>Experiment</th>
<th>ACM2</th>
<th>MRF</th>
<th>YSU</th>
<th>MYJ</th>
<th>MYNN2</th>
<th>MYNN3</th>
<th>QNSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>wind speed 10 m (m s(^{-1}))</td>
<td></td>
<td>0.68</td>
<td>0.32</td>
<td>1.19</td>
<td>0.13</td>
<td>0.34</td>
<td>0.59</td>
<td>-0.24</td>
</tr>
<tr>
<td>wind speed 60 m (m s(^{-1}))</td>
<td></td>
<td><strong>0.16</strong></td>
<td>0.34</td>
<td>0.37</td>
<td>-0.20</td>
<td>0.25</td>
<td>0.37</td>
<td>-0.33</td>
</tr>
<tr>
<td>wind speed 160 m (m s(^{-1}))</td>
<td></td>
<td>0.12</td>
<td>0.07</td>
<td>-0.27</td>
<td>0.04</td>
<td><strong>0.00</strong></td>
<td>0.08</td>
<td>0.23</td>
</tr>
<tr>
<td>Temperature 2 m (°C)</td>
<td></td>
<td>0.68</td>
<td>0.93</td>
<td>1.21</td>
<td><strong>0.22</strong></td>
<td>0.40</td>
<td>0.44</td>
<td>0.29</td>
</tr>
<tr>
<td>Temperature 100 m (°C)</td>
<td></td>
<td><strong>-0.03</strong></td>
<td>0.32</td>
<td>0.20</td>
<td>-0.56</td>
<td>-0.28</td>
<td>-0.31</td>
<td>-0.65</td>
</tr>
<tr>
<td>(\alpha) 10/60 m ((\times 10^{-1}))</td>
<td></td>
<td>-0.09</td>
<td>0.33</td>
<td>-0.59</td>
<td>0.38</td>
<td>0.42</td>
<td><strong>0.22</strong></td>
<td>0.89</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RMSE (WRF-observations)</th>
<th>Experiment</th>
<th>ACM2</th>
<th>MRF</th>
<th>YSU</th>
<th>MYJ</th>
<th>MYNN2</th>
<th>MYNN3</th>
<th>QNSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>wind speed 10 m (m s(^{-1}))</td>
<td></td>
<td>2.02</td>
<td>2.15</td>
<td>2.43</td>
<td><strong>1.95</strong></td>
<td>2.06</td>
<td>2.06</td>
<td>2.06</td>
</tr>
<tr>
<td>wind speed 60 m (m s(^{-1}))</td>
<td></td>
<td>2.52</td>
<td>2.69</td>
<td>2.63</td>
<td><strong>2.49</strong></td>
<td>2.66</td>
<td>2.57</td>
<td>2.56</td>
</tr>
<tr>
<td>wind speed 160 m (m s(^{-1}))</td>
<td></td>
<td>2.49</td>
<td>2.67</td>
<td>2.53</td>
<td><strong>2.46</strong></td>
<td>2.56</td>
<td>2.47</td>
<td>2.65</td>
</tr>
<tr>
<td>Temperature 2 m (°C)</td>
<td></td>
<td>1.50</td>
<td>1.55</td>
<td>1.78</td>
<td>1.26</td>
<td><strong>1.24</strong></td>
<td>1.28</td>
<td>1.30</td>
</tr>
<tr>
<td>Temperature 100 m (°C)</td>
<td></td>
<td>1.32</td>
<td>1.42</td>
<td><strong>1.24</strong></td>
<td>1.43</td>
<td>1.38</td>
<td>1.43</td>
<td>1.50</td>
</tr>
<tr>
<td>(\alpha) 10/60 m ((\times 10^{-1}))</td>
<td></td>
<td><strong>1.30</strong></td>
<td>1.85</td>
<td>1.83</td>
<td>1.65</td>
<td>1.79</td>
<td>1.77</td>
<td>2.17</td>
</tr>
</tbody>
</table>

Very small differences in RMSE of wind speeds are seen among the various sets of forecasts, and the spread among them becomes even smaller with increasing height. The RMSE in temperature is also similar among the sets of forecasts at 100 m, but quite different at 2 m. The RMSE in \(\alpha\) varies between 0.130 for the ACM2-based forecasts and 0.217 for the QNSE-based forecasts.

#### 3.3.3.1 Diurnal cycle

Figure 3.7 compares the diurnal variations in the observations at Høvsøre with those predicted by the seven experiments in Table 3.1. Most experiments overestimated the wind speed at 10 m, especially after sunset (16:00–22:00 UTC). The overall lowest bias (0.13 m s\(^{-1}\)) is that of the MYJ simulation; the highest that of the YSU simulation (1.19 m s\(^{-1}\)). At 60 m, the wind speeds simulated by the various PBL experiments are within 1 m s\(^{-1}\) of the observations and most tend to underestimate its value during 1:00–7:00 UTC and overestimate it during 11:00–16:00 UTC. At 160 m, the spread in the wind speed among the various PBL experiments is much reduced from that at 10 and 60 m, but all the experiments fail to reproduce the diurnal range in wind speed in the observations (~ 2 m s\(^{-1}\)).

All the forecast sets overestimated temperatures at 2 m (by up to 2 K) compared to observations; the YSU-based forecasts being the warmest and the MYJ-based forecasts the coldest. Biases are generally smaller during the daytime than during the nighttime. At the third model level (~105 m), the simulated temperatures are much closer to those observed at 100 m than modelled 2-m temperatures are to observed 2-m ones. The forecasts using TKE-based PBL schemes underestimate the temperatures at this level (100 m) while the non-TKE-based forecasts overestimate them. The ACM2-based forecasts are nearly perfect.
Figure 3.7: Comparison of: (a) wind speed (m s\(^{-1}\)) at 10 m and first model level (\(\sim 14\) m), (b) wind speed (m s\(^{-1}\)) at 60 m and second model level (\(\sim 54\) m), (c) wind speed (m s\(^{-1}\)) at 160 m and fourth model level (\(\sim 164\) m), (d) heat flux (W m\(^{-2}\)) at 10 m, (e) temperature (K) at 2 m; (f) temperature (K) at 100 m and third model level (\(\sim 105\) m); (g) friction velocity \(u^*\) (m s\(^{-1}\)) at 10 m and (h) \(\alpha\) as a function of time of the day (UTC hours). Model values are extracted from the land grid point closest to Høvsøre (Figure 3.6a) for each of the experiments for the period 1–30 October 2009. Only 7–30 hours of forecasts are averaged.
with an overall bias of only 0.03 K. The phase of the diurnal cycle simulated at the third model level agrees well with the observations, whereas the phase of that simulated at 2 m seems to be 1 hour ahead of that observed. Consistently, the simulated surface heat flux shows the same lag as the 2-m temperature and is under-predicted at night and over-predicts the afternoon maximum by $\sim 0.3 \text{ W m}^{-2}$ for the QNSE- and YSU-based forecasts. The spread among the forecast sets is small in terms of heat flux.

The value and diurnal evolution of the friction velocity is poorly represented in all the forecast sets. The spread among the forecast sets is smaller than their averaged bias to the observations. The morning and evening transitions in $u_*$ in the observations, at about 9:00 and 15:00 UTC, exist at approximately the right time in the simulations, but the magnitudes of change of $u_*$ in the course of the day are larger in all the forecast sets than in the observations. The values of $u_*$ for the YSU-based forecasts have the highest biases of all the sets, but show very little variation during the day in better accordance with the observations.

The relationship between the values of $\alpha$ computed from observations and those in the forecast sets has an interesting pattern through the day. During the daytime (9:00–16:00 UTC), most sets follow quite closely the time evolution of the observed values. In the morning and at night, the spread among the experiments is much larger than during the day. The two outliers are the QNSE- and YSU-based forecasts: The first over-forecast the general evolution of $\alpha$ during the day, while the second ones show a nearly constant value throughout the day. A value close to that is expected from MOST under neutral stability conditions.

The relationship between the biases in 2-m temperature and in the temperature at the second model level is consistent with the errors in wind shear. While most simulated 2-m temperatures are warmer than observed, the temperatures at the second model level are under-forecast. Therefore, the thermal stratification in the forecast sets is lower than that observed (so it is closer to MOST neutral conditions).

### 3.3.3.2 Wind shear exponent

The value of $\alpha$ is examined as a way of diagnosing the wind shear, which is an important parameter in wind energy. The focus is on $\alpha$ between 10–60 m to avoid possible contamination with the internal boundary resulting from the sea-land transition at Høvsøre. As shown in Floors et al. (2011), from different IBL models and observations, the kink in the wind profile at Høvsøre occurs at 60–70 m. Also, this is the layer where the wind shear varies the most due to the presence of the Earth’s surface.

Figure 3.8 shows the evolution of $\alpha$ during the period 1–30 October 2009 for all forecast sets and the observations. For every forecast set, $\alpha > 0.15$ dominate during the night and morning hours, whereas $\alpha < 0.15$ prevail during daytime. The distribution of $\alpha$ is fairly well captured by all the forecast sets, except for the YSU-based ones, which simulate neutral conditions for most of the month at all times of the day. The block of $\alpha > 0.20$ nighttime conditions during 9–19 October was captured best by the forecasts using the TKE-based parameterizations MYNN2 and MYNN3. The QNSE- and MYJ-based sets forecast too large values of $\alpha$ during that period. However, the MYNN2- and MYNN3-based sets showed larger values for the period from about 19 to 26 October than those derived from the observations. During
3.3.3.3 Curvature of the wind speed profile

The representation of the modeled $\alpha$-parameter depends on how well the models prognose the wind speed profile, but due to the selected $\alpha$ levels the wind shear analysis above is valid for the layer close to the surface only. Hence, to examine the wind speed profile further up, averaged wind profiles for 1–30 October 2009 were calculated (Figure 3.9). The
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Table 3.3: Boundaries of stability classes based on the observed Obukhov length. The classes were used in the grouping of wind profiles and computations of error metrics. Percentages of wake-free data with respect to all the data per stability class are also shown.

<table>
<thead>
<tr>
<th>Stability class</th>
<th>Obukhov length [m] range</th>
<th>Number of samples (Percentage of wake-free data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>unstable</td>
<td>(-500 \leq L &lt; -50)</td>
<td>55 (72%)</td>
</tr>
<tr>
<td>neutral</td>
<td>(</td>
<td>L</td>
</tr>
<tr>
<td>near stable</td>
<td>(200 &lt; L \leq 500)</td>
<td>118 (93%)</td>
</tr>
<tr>
<td>stable</td>
<td>(50 &lt; L \leq 200)</td>
<td>136 (83%)</td>
</tr>
<tr>
<td>very stable</td>
<td>(10 &lt; L \leq 50)</td>
<td>72 (74%)</td>
</tr>
</tbody>
</table>

averages were separated into stability classes according to the observed Obukhov length, as indicated in Table 3.3. This analysis is based on the work of Gryning et al. (2007) and Peña et al. (2010) at Høvsøre. They showed that when plotting the wind speed normalized by the surface friction velocity as a function of the logarithm of height, the “stability” of each profile is easily distinguishable: a more or less straight, curving downward, and slightly curving upward line for neutral, stable, and unstable conditions, respectively. This behavior is expected from similarity theory and is easily seen in the observed wind profiles (black solid lines) in Figure 3.9. Because the mean surface friction velocity in the WRF simulations is always larger than that observed, there is a systematic offset between the observed and modeled normalized wind profiles. This is not relevant to the analysis presented in this section, since the focus is on comparing the shape of the profiles. The profiles in this figure include the wind speed averages at 10 m in the simulations, which is a diagnostic quantity of each PBL scheme. Note that a larger velocity range is used in the last panel to represent larger disparity among the PBL schemes under very stable conditions.

Figure 3.9 shows that the difference between observed and modeled normalized wind speeds increases with height in all stability classes, but especially for stability classes stable and very stable, because the winds simulated in most of the forecast sets are more typical of a neutral atmosphere. The forecast set that best captured the observed curvature of the average wind profiles is that QNSE based. The forecast set that had the most different average wind profile from the observed one is that YSU based; it shows the greatest deviation from the measured profile during stable conditions and produced ”neutral” wind profiles in every stability class. The other sets lie in between these two with MYJ-, MYNN2-, MYNN3- and ACM2-based ones performing similarly. The largest spread among the sets is seen in the very stable class, but might not be as significant as in the other classes due to the reduced number of samples. The MYJ- and QNSE-based forecasts display higher winds at 10 m than at 14 m (Figure 3.9), which is a consequence of the diagnostic scheme used in these parameterizations.

3.3.3.4 Error metrics

When averaging wind speeds as in Figure 3.9, information about the daily performance of the experiments is included only if errors are systematic. However, in wind energy forecasting, one single poorly-forecast event can result in huge costs for transmission system operators. Therefore, a metric is needed that also includes information about outliers and penalizes them.
The error metrics show that the performance of each experiment depends on the analyzed parameter, and in particular the observed atmospheric stability. For unstable conditions, the YSU experiment has the lowest RMSE for wind speed and the lowest WPE of all the experiments. For neutral and near-stable conditions, the ACM2 experiment is lowest in most wind speed and $\alpha$ RMSE. For stable and very stable conditions, the MYJ experiment is lowest in wind speed RMSE. Despite showing very good agreement with observations in forecasting the mean wind speed profile, the QNSE experiment, especially for classes unstable and neutral, has the highest wind speed RMSE and the largest WPE of all the experiments.
Table 3.4: RMSE for wind speed at 60 m and 100 m, for the wind profile, and the α-value for the seven PBL experiments in the five stability classes (Table 3.3) during observed wind directions between 30 and 330°. The lowest RMSE error per stability class and PBL experiment is in bold; the highest is underlined.

<table>
<thead>
<tr>
<th></th>
<th>ACM2</th>
<th>MRF</th>
<th>YSU</th>
<th>MYJ</th>
<th>MYNN2</th>
<th>MYNN3</th>
<th>QNSE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UNSTABLE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wind 60 m (m/s)</td>
<td>2.212</td>
<td>2.372</td>
<td><strong>2.014</strong></td>
<td>2.212</td>
<td>2.229</td>
<td>2.264</td>
<td>2.792</td>
</tr>
<tr>
<td>wind 100 m (m/s)</td>
<td>2.409</td>
<td>2.556</td>
<td><strong>2.169</strong></td>
<td>2.394</td>
<td>2.377</td>
<td>2.410</td>
<td>3.011</td>
</tr>
<tr>
<td>WPE (m/s)</td>
<td>2.415</td>
<td>2.561</td>
<td><strong>2.194</strong></td>
<td>2.421</td>
<td>2.390</td>
<td>2.427</td>
<td>3.008</td>
</tr>
<tr>
<td>α</td>
<td>0.078</td>
<td>0.084</td>
<td><strong>0.107</strong></td>
<td>0.074</td>
<td>0.079</td>
<td>0.077</td>
<td><strong>0.069</strong></td>
</tr>
<tr>
<td><strong>NEUTRAL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wind 60 m (m/s)</td>
<td><strong>2.355</strong></td>
<td>2.384</td>
<td>2.449</td>
<td>2.579</td>
<td>2.587</td>
<td>2.380</td>
<td>2.750</td>
</tr>
<tr>
<td>wind 100 m (m/s)</td>
<td>2.377</td>
<td>2.389</td>
<td>2.462</td>
<td>2.452</td>
<td>2.501</td>
<td><strong>2.306</strong></td>
<td>2.640</td>
</tr>
<tr>
<td>WPE (m/s)</td>
<td>2.370</td>
<td>2.379</td>
<td>2.463</td>
<td>2.481</td>
<td>2.510</td>
<td><strong>2.321</strong></td>
<td>2.676</td>
</tr>
<tr>
<td>α</td>
<td><strong>0.048</strong></td>
<td>0.107</td>
<td>0.054</td>
<td>0.052</td>
<td>0.103</td>
<td>0.085</td>
<td>0.082</td>
</tr>
<tr>
<td><strong>NEAR STABLE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wind 60 m (m/s)</td>
<td>1.996</td>
<td>2.044</td>
<td>2.078</td>
<td>2.118</td>
<td>2.321</td>
<td>2.040</td>
<td>2.154</td>
</tr>
<tr>
<td>wind 100 m (m/s)</td>
<td><strong>2.048</strong></td>
<td>2.260</td>
<td>2.194</td>
<td>2.062</td>
<td><strong>2.288</strong></td>
<td>2.075</td>
<td>2.074</td>
</tr>
<tr>
<td>WPE (m/s)</td>
<td><strong>2.060</strong></td>
<td>2.221</td>
<td>2.198</td>
<td>2.121</td>
<td><strong>2.329</strong></td>
<td>2.111</td>
<td>2.171</td>
</tr>
<tr>
<td>α</td>
<td><strong>0.068</strong></td>
<td>0.124</td>
<td>0.074</td>
<td>0.101</td>
<td><strong>0.145</strong></td>
<td>0.131</td>
<td>0.143</td>
</tr>
<tr>
<td><strong>STABLE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wind 60 m (m/s)</td>
<td>2.102</td>
<td><strong>2.238</strong></td>
<td>1.944</td>
<td><strong>1.820</strong></td>
<td>2.127</td>
<td>2.035</td>
<td>1.922</td>
</tr>
<tr>
<td>wind 100 m (m/s)</td>
<td>2.237</td>
<td><strong>2.481</strong></td>
<td>2.019</td>
<td><strong>1.985</strong></td>
<td>2.160</td>
<td>2.102</td>
<td>2.117</td>
</tr>
<tr>
<td>WPE (m/s)</td>
<td>2.257</td>
<td><strong>2.462</strong></td>
<td>2.093</td>
<td><strong>2.011</strong></td>
<td>2.215</td>
<td>2.142</td>
<td>2.1647</td>
</tr>
<tr>
<td>α</td>
<td><strong>0.111</strong></td>
<td>0.118</td>
<td>0.143</td>
<td>0.141</td>
<td>0.142</td>
<td>0.131</td>
<td><strong>0.249</strong></td>
</tr>
<tr>
<td><strong>VERY STABLE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wind 60 m (m/s)</td>
<td>1.619</td>
<td><strong>1.753</strong></td>
<td>1.599</td>
<td><strong>1.446</strong></td>
<td>1.538</td>
<td>1.551</td>
<td>1.518</td>
</tr>
<tr>
<td>wind 100 m (m/s)</td>
<td>1.833</td>
<td><strong>2.110</strong></td>
<td>2.002</td>
<td><strong>1.453</strong></td>
<td>1.643</td>
<td>1.619</td>
<td>1.590</td>
</tr>
<tr>
<td>WPE (m/s)</td>
<td>1.811</td>
<td><strong>2.060</strong></td>
<td>1.951</td>
<td><strong>1.531</strong></td>
<td>1.685</td>
<td>1.705</td>
<td>1.671</td>
</tr>
<tr>
<td>α</td>
<td><strong>0.172</strong></td>
<td>0.220</td>
<td><strong>0.310</strong></td>
<td>0.181</td>
<td>0.210</td>
<td>0.207</td>
<td>0.233</td>
</tr>
</tbody>
</table>

3.3.3.5 Effect of land surface and surface layer schemes

Figures 3.7 and 3.8 showed that the results from the forecast set using the YSU parameterization gives an almost constant value of α throughout the day and a wind profile typical of neutral conditions most of the time, whereas the other sets show variations of the α-parameter more similar to those observed. The obvious question is: Are the YSU-based forecasts, and to a lesser degree all the other forecasts sets, deficient in the response of the wind profile to the stability conditions or are these conditions already misdiagnosed in the simulations? To answer this question, Figures 3.10 and 3.11 show the relationship in surface heat flux, surface friction velocity, Obukhov length, and α between the observations and the forecast sets. Figure 3.10 is for the forecasts using the TKE-based parameterizations, while Figure 3.11 is for the first order and non-local-K based PBL parameterizations. All the forecast sets use the Noah land surface model (LSM), except for ACM2 that uses the Pleim-
Figure 3.10: Comparison of observed (x-axis) versus WRF-simulated (y-axis) fields for the experiments using TKE-based PBL parameterizations: (a)–(d) MYJ, (e)–(h) QNSE, (i)–(l) MYNN2, (m)–(p) MYNN3. The four columns from left to right show: heat flux (W m\(^{-2}\)), surface friction velocity (m s\(^{-1}\)), Obukhov Length (1/L) and α-parameter. Values are at Høvsøre during 1–30 October 2009. The label bar shows the frequency of occurrence (%) of each 2D bin. Times with observed wind directions from 330–30° are excluded from the calculations.

Xu LSM and a similar surface layer based on similarity theory, but with slightly different parameters and stability functions.

The simulated values of heat flux in the seven forecast sets are overall lower than those observed. But the range of heat flux in the simulations is larger than that observed. The relationship between observed and simulated friction velocity is reversed: the forecasts over-
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Figure 3.11: Same as Figure 3.10, but for the experiments using the first order and non-local-K based PBL parameterizations: (a)–(d) MRF, (e)–(h) YSU, and (i)–(l) ACM2.

estimate $u_\ast$. In the MYNN2-, MYNN3-, MRF- and YSU-based forecasts the value of $u_\ast$ is constrained to a minimum value of 0.1 by the PBL parameterization implementation. Because $L$ is calculated as the ratio of these two previous quantities, their errors tend to compensate each other resulting in a good relationship between their observed and simulated values, especially for the simulations using the TKE-based PBL schemes (Figure 3.10). Reinforcing the results from Figure 3.7, the relationship between observed and simulated heat flux and surface friction velocity plots in Figures 3.10 and Figure 3.11 is very similar for all the forecast sets. In terms of $1/L$, the sets using the TKE-based PBL schemes show higher correlations between observed and simulated values than those using the other PBL schemes. In terms of $\alpha$, the relationship between observations and simulations varies greatly from simulation to simulation showing considerable spread. The highest correlations between observed and simulated $\alpha$-values are in the ACM2 ($r = 0.51$) and MYJ ($r = 0.42$) forecasts; the lowest in the YSU-based ones ($r = -0.16$).
3.3.4 Discussion

Boundary layer winds simulated by the WRF model using seven different PBL schemes have been evaluated against observations at a coastal site in Denmark with a focus on the representation of the wind shear under different atmospheric conditions. The results show
that although the time-averaged wind speeds predicted by a NWP model agree well with those observed, the details in the simulated variations in time and in height, which are important in wind energy applications, are much less in agreement with observations.

Taking into account all the metrics in Tables 3.2 and 3.4, the best performing forecast set for this site and this period is the MYJ-based set. It shows the lowest WPE under stable and very stable conditions. Under other stability conditions its WPE is usually very close to the lowest value. While the QNSE-based forecasts produced average wind profiles with a curvature similar to that of the observations, its RMSE values (Table 3.4) show that the individual profiles deviated considerably from those observed. Similarly, the probability distribution of $\alpha$ (Figure 3.10h) is biased towards higher values.

The results seen in the verification of the simulations reported here are in line with previous studies. Storm and Basu (2010) found that simulations using the YSU parameterization produce "too neutral“ wind profiles. They explain its failure by noting that the parameterization has excessive mixing in the stable PBL, which destroys the near-surface shear. Shin et al. (2011) also mentioned excessive mixing in the ACM2 and YSU scheme. They further explained that in all their simulations for a single day, the value of $u_*$ is overestimated and the schemes are incapable of reproducing the decoupling of the air at the surface and aloft at night and thus the occurrence of low-level jets. This study shows the same problem: too high winds occur near the surface at night (Figure 3.7a) except for in the QNSE scheme, which is the only one trying to "bend back" the wind profile above 100 m as seen in the observations (Figure 3.9; very stable). Hu et al. (2010) concluded that the differences between their evaluated PBL schemes ACM2, YSU and MYJ were due to differences in vertical mixing strength and entrainment of air from above the PBL. The latter was not evaluated in this study, since I focused on low-level boundary layer winds available from the tower measurements at Høvsøre. Verification of winds from WRF simulations against lidar measurements up to 2 km is currently underway at Høvsøre.

The observed temporal variations in wind shear clearly indicate that using 10 m winds alone is not sufficient when verifying mesoscale model simulations for wind energy applications. Firstly, an accurate simulation of winds at 10 m does not guarantee an accurate simulation of wind conditions at hub height, nor across the whole rotor area. It has also been shown in Figure 3.9, that the 10-meter winds diagnosed by the QNSE and MYJ parameterizations are higher than those that could be expected from similarity theory (Jimmy Dudhia, personal communication). Secondly, the wind field near the ground (e.g., 10 m) is greatly affected by the local topography, roughness, and the presence of obstacles. Therefore, the representativeness error of wind measurements is larger than that from other atmospheric variables. Because of the inherent design and limited resolution of most NWP mesoscale models, such effects are not adequately represented in their simulations. It is thus questionable to directly compare the raw wind output of a mesoscale model with site observations at heights lower than 40 m, unless the site and model surroundings are very flat and homogeneous or it is located offshore. This fact is partly demonstrated by the larger bias in the 10-meter wind than those at 60 or 160 m. A post-processing technique that uses the output from a micro-scale simulation of the site conditions using the Wind Atlas Analysis and Application Program (WAsP; e.g., Troen and Petersen (1989)) can be applied to the mesoscale-model derived winds to compensate for the features not taken into account by the NWP model as done in Larsen et al. (2010). This technique was not applied to the results presented here because the terrain is very flat and homogeneous, except for the coastline.
Since the choice of PBL scheme in WRF is tied to a certain land surface and surface layer scheme, the results of this study are not only related to the choice of PBL scheme. Shin and Hong (2011) found that the sensible heat flux depends on the surface layer parameterization rather than on the temperature gradient near the surface (i.e., on the PBL scheme). They stated that the value of the forecast 2-m temperature depends on the LSM, but that the wind and temperature profiles are determined by the PBL mixing algorithms. In addition, the difference in temperature bias between 2 and 100 m can be explained by inadequate grid spacing to resolve the transition zone between the coast and the nearest grid point to the measurement mast on land. If the flow is from western directions, which are prevailing in this climate, air parcels moving from the ocean to land have no chance to cool as they are advected over the adjacent grid point used for verification. Land-surface variability impacts turbulent surface fluxes. The variability of surface fluxes is correlated to roughness length, atmospheric stability and advection (Talbot et al., 2010). A more accurate roughness length representation could therefore result in better forecasts. Indeed, the roughness length in the WRF model changes on 15 October from 0.15 to 0.05 m, which is in the middle of the evaluation period. Figure (3.12) shows the time-averaged wind speed as a function of height for the observations and the simulations for the periods. Figure 3.13 shows the wind roses for these two periods derived from the observations at 60 m. The first half of October 2009 is dominated by strong offshore winds, while during the second half easterly winds dominate. Therefore, mean wind speeds are stronger during the first half, when surface roughness lengths are larger, than during the second half when surface roughness lengths are smaller. The effect of the change in roughness on 15 October is thus minimized because of these opposing changes. Very little sensitivity is found from additional simulations modifying the WRF surface roughness to that observed at the site (not shown). This is partly due to the strong horizontal diffusion in WRF, which makes the grid point chosen for verification more like ocean than land, especially when the wind comes from the sea, which is common at the site.

The value of $z_0$ used in the simulations affects the value of the friction velocity. Since the value of the roughness length specified in the WRF LSM is larger than that observed at Høvsøre, the model physics compensate the value of other parameters to produce wind forecasts closer to reality. This is done by artificially enhancing the value of $u_*$ (Figure 3.7g; second column of Figures 3.10, and 3.11). Changing $z_0$ in the model to more realistic values could therefore improve the simulations of $u_*$, but might result in unrealistic values of the simulated surface sensible and latent heat fluxes.

The Obukhov length is fairly well predicted by all the seven PBL schemes (last column of Figures 3.10 and 3.11). Furthermore, these Figures show that the heat flux, $u_*$ and $L$ are fairly well correlated in most of the schemes, but this is not the case for $\alpha$. Separating the wind profiles in classes according to observed Obukhov length reveals that the PBL schemes tend to diffuse the surface momentum fluxes upward in a way that is not always consistent with the MOST. This is partly because the surface momentum and heat fluxes are not realistically predicted, although their combination produces relatively reasonable $L$ values. Similar results are found in Peña and Hahmann (2011).

It can be argued that some of the problems in the representation of the wind shear in the WRF simulations could be due to the relative low vertical resolution of the model grid. Additional simulations were carried out with enhanced vertical resolution (63 vertical levels; not shown). The obtained results in terms of the shape of the wind profile are almost identical to those presented here. However, this conclusion might not hold over more complex terrain.
3.4 Summary

This study analyzes the results of numerical simulations with the WRF model using seven different PBL parameterizations for their performance in wind energy forecasting. A verification methodology was further presented for the use of mesoscale models for wind energy that takes the vertical structure of the wind into account. Verification metrics include averaged time series, the α-parameter (a measure of the vertical wind shear), averaged wind profiles and RMSE, which were grouped into atmospheric stability classes. The results clearly indicate that for wind energy applications, i.e., wind power forecasting and wind resource assessment, verification against 10-m wind speeds alone is not sufficient. Validating a NWP model at different heights will lead to more accurate guidance. This becomes even more important in the future, as wind turbines get taller.

The ability of the seven forecast sets to simulate the mean wind speed and its time variability depends strongly on atmospheric static stability. None of the PBL schemes is able to outperform the others under the range of stability conditions experienced at Høvsøre. The MYJ parameterization performs best during stable and very stable atmospheric conditions and the ACM2 during neutral and near stable cases. The YSU scheme outperforms the others during unstable conditions. Average wind profile shapes of the QNSE scheme compare best of all schemes with the average observed wind profiles, but individual profiles actually differ the most from those observed. The YSU PBL parameterization does not exhibit correct diurnal variations and curvature of the average wind profiles; it produces wind shears typical of the neutral atmosphere most of the time due to strong vertical mixing near the surface during the nighttime (Shin and Hong, 2011; Hu et al., 2010).

The choice of the best model setup for a forecasting system for a particular region will thus depend on the typical distribution of atmospheric stability conditions at the site. For regions where stable conditions prevail, the MYJ PBL scheme is recommended. For regions where neutral and near stable cases dominate, the ACM2 PBL scheme is recommended. Thus, an operational wind power forecasting system giving the best forecast under all stability conditions could consist of a multi-scheme ensemble with weights depending on the stability. These conclusions are of course not universally applicable, because the verification presented in this study focuses on a very flat and homogenous land site. Similar conclusions were drawn for nearly the same WRF simulations over the North and Baltic Seas in Hahmann and Peña (2010). The performance of the various schemes over complex terrain is not possible to determine from the results presented here. In addition, for an evaluation of results from NWP models in more complex terrain, the representativeness of measurements and model output would have to be taken into account.

The analysis shows that the ability of the seven PBL schemes to capture the shape of the wind profile also depends on atmospheric stability. The curvature of the wind profile simulated by all the schemes diverted more from the observations the more stable the atmosphere. This deviation increases at 100 and 160 m, because of the schemes’ tendency to produce profiles that are more mixed and thus with less vertical shear than those observed. An overestimation of $u_*$ and 2-m temperature, and an underestimation of the second model level temperature were found to be partly the reason for the schemes to produce wind profiles with vertical shear expected from a neutral atmosphere. All the schemes used in the simulations underestimated the wind around turbine hub height during the night and overestimated it during the day. This diurnal compensation is coincidentally good for wind energy resource assessment based on NWP model output at 60–100 m height. It is also true that the wind speed simulated by
the NWP model will somewhere in the atmosphere match the observations. This will not happen close to the surface due to the over-prediction of $u_*$ but somewhere higher from the ground, within the height of common wind turbines. This is important for accurate wind power forecasting, as it will pay off to find the best performing level at each site.

In this study the focus was on simulating wind and its vertical structure using seven WRF PBL parameterizations. Analyses concerning model behavior in predicting eddy diffusivity, TKE, Prandtl number, mixing length, virtual potential temperature profiles and boundary layer heights can lead to more explanations on the different behavior of the schemes. This would be a suggestion for further studies and was partly conducted for the YSU, ACM2, MYJ, and QNSE PBL parameterizations in Shin and Hong (2011). Furthermore, since a PBL parameterization is not applied in isolation from the other settings of the model, interesting future work would be to explore other aspects of the model within the verification framework that is proposed in this paper. Evaluating the forecasts at different locations could lead to interesting results as well. A big shortcoming is the lack of tall measurement masts and the low availability of flux measurements at most sites. A longer period of study would have provided more solid conclusions; however, additional simulations at Høvsøre and other sites have shown that the conclusions are robust.

3.5 Conclusions

This chapter examined mesoscale forecasts for wind energy purposes and presented the results of experiments using the WRF model. A first assessment of hub height wind forecasts demonstrated the need for more detailed analyses of wind speeds and was the motivation for a more extensive study, in which seven PBL schemes of the WRF model were evaluated for wind energy purposes. This study stated the importance of wind profile verification when it comes to wind energy forecasting. Furthermore, the ability of the seven experiments to forecast the mean wind speed and the wind shear and their time variability strongly depends on atmospheric static stability. Wind forecasts from the experiment using the Yonsei University PBL scheme compared best with observations during unstable atmospheric conditions, while the Asymmetric Convective Model version 2 PBL scheme did so during near stable and neutral conditions, and the Mellor-Yamada-Janjic PBL scheme prevailed during stable and very stable conditions.

Mesoscale models have been widely used for forecasting the wind at hub height and a large effort towards the aim of meteorological forecasts for wind energy purposes has been made by the ANEMOS project (Giebel et al., 2011). As discussed in detail in section 3.3.1, the WRF model has been evaluated previously for wind energy purposes. However, the research paper included in this thesis (Draxl et al., 2011b) is a more extensive comparison of seven PBL parameterizations available in WRF than has been done before and takes into account several heights across the rotor area.

A verification methodology for mesoscale models is presented in this paper, that focuses on the vertical variation of wind. Hopefully, it will convince others engaged in wind energy to refrain from using the 10 m winds only in wind energy forecasting.
Many aspects of a mesoscale model determine the quality of the forecast PBL structure (Draxl et al., 2011b), and thus the forecast winds. One of these aspects is the accuracy of the initial conditions. Many studies suggest that improved initial conditions have the potential to improve the subsequent forecasts (e.g., Hacker and Snyder (2005), Rabier (2005). Liu et al. (2006)). The analysis of the Poor Man’s ensemble in Chapter 3.2 further suggested that the error statistics were better for the experiments that used initial conditions where more observations were assimilated. This chapter deals thus with introducing the idea of data assimilation to improve short-term wind energy forecasts.

4.1 Data assimilation

The basic concept of data assimilation is to produce an accurate image of the true state of the atmosphere at a given time. This accurate image is referred to as the analysis. The analysis can then be used as input or initial state for a numerical weather forecast. Due to the nonlinearity of the governing equations in a NWP model, errors in the initial conditions grow in time. Having an analysis as accurate as possible is therefore the key motivation in data assimilation. Data assimilation is about finding the model state most consistent with the observations, taking advantage of consistency constraints with laws of time evolution and physical properties.

The basic problem in data assimilation is to combine different sources of information: information about observations, about the NWP model, about physical laws and dynamics, and the error characteristics of the observations and the model. The idea behind combining this information is the Bayes’ theorem.

The Bayes’ Theorem states how the (prior) statistical knowledge is updated in the light of new information:
where $P(A)$ is the prior probability of event $A$ knowing nothing about event $B$, and $P(A|B)$ is the posterior probability of event $A$ given that event $B$ is known to have occurred. With the events defined as $O$ (the observations), $B$ (the model background or a priori estimate of the model state) and $A$ (the analysis as the most probable state of the system), the aim is to find the most likely analysis given the observations $O$ and the background $B$:

$$P(A|O \text{ and } B) = \frac{P(O \text{ and } B|A) \cdot P(A)}{P(O \text{ and } B)}$$ (4.2)

The information from the observations and the background are associated with covariance matrices corresponding to their respective errors (Pannekoucke et al., 2008). These error covariance matrices determine the respective weights given to each piece of information in the analysis, e.g., they determine whether the observation should have more weight than the background, or vice versa. More weight should be given to the background, if the model performs generally well, i.e., the model is likely to produce an accurate forecast. The observations should be given more weight, if they are known to be of good quality; then it is desired that the observations influence the model solution to a greater extent. The correct specification of these statistics remains a challenge in data assimilation systems.

Many assimilation techniques have been developed for NWP. Assuming Gaussian probability density functions in the Bayes’ Theorem, the main techniques in atmospheric data assimilation widely used operationally are

- Four Dimensional Data Assimilation
- Variational data assimilation methods
- Ensemble Kalman Filters

### 4.1.1 Four-Dimensional Data Assimilation

Four-Dimensional Data Assimilation (FDDA), is based on Newtonian relaxation (i.e., nudging). FDDA belongs to continuous data assimilation techniques, which means that observations are assimilated at the time that they occur. This is a data assimilation method that relaxes the model state toward the observed state by adding tendency terms based on the difference between the two states to one or more of the prognostic (not diagnostic!) equations (Stauffer and Seaman, 1993). These terms force the model solution at each grid point towards observations which are distributed nonuniformly in space and time (observation nudging), or towards analyses of observations (analysis nudging) (Warner, 2011). Only observations that are model variables can be nudged. Indirect observations, like satellite-measured radiances, cannot be assimilated directly. These would have to be converted to model variables off-line, which can be a complex endeavor. The experiments in chapter 6
are performed with the approach of observation nudging. The algorithm uses only those ob-
servations that fall within a predetermined time window centered around the current model
time step. The set of differences between the model and the observed state is computed at
the observations locations. These “corrections” are then analyzed back to the grid within a
region of influence surrounding the observations. This region is circular.

A prognostic equation for any dependent variable \( f \), which applies at a particular grid point
\( x \) and at a particular time step \( t \), will thus look like

\[
\frac{\partial f}{\partial t} = F(f, x, t) + \frac{f_{\text{obs}} - f}{\tau(f, x, t)} = F(f, x, t) + G(f)W(x, t)\epsilon(f, x)(f_{\text{obs}} - f) \tag{4.3}
\]

where \( F \) represents all the physical-process terms, \( f_{\text{obs}} \) is the observed value of \( f \) interpolated
in three dimensions to the grid point, and \( \tau \) is the relaxation time scale (Warner, 2011). This
time scale is based on empirical considerations and is the time used to force the integration
towards the observations. Multi-level observations are usually interpolated to model sigma
levels. The relaxation-term weight can be separated into three components: the factor that
determines the magnitude of the term relative to the physical terms in the equation \( G \),
the function that defines the spatial and temporal influence of observations \( W \), and the
observation-quality factor \( \epsilon \), which is a function of data density. The horizontal weighting
or influence is a Cressman function given by

\[
w_{xy} = \begin{cases} 
\frac{R^2 - D^2}{R^2 + D^2} & D \leq R \\
0 & D > R
\end{cases}
\tag{4.4}
\]

(Stauffer and Seaman, 1990), where \( D \) is the distance from the observation location to the
grid point, and \( R \) is the horizontal radius of influence.

If the relaxation time scale is too small, the model solution will converge to the observation
too quickly and the other variables will not have sufficient time to dynamically adjust. If
the time scale is too large, errors in the model solution will not be corrected by the observa-
tions. FDDA seeks the minimization of the sum of the squares of errors between the model
solutions and observations, distributed in space and time (Seaman, 2000). Optimization is
attained when the model error is a minimum. Advantages of this method are that it is
computationally efficient and robust, conceptually simple, and that it allows the model to
ingest data continuously rather than intermittently (Reen and Stauffer, 2010; Stauffer and
Seaman, 1990). The introduction of a small change to the model over multiple timesteps
limits insertion noise and allows the model solution to achieve a greater degree of dynamic
balance than intermittent methods (Reen and Stauffer, 2010; Seaman, 2000). The full model
dynamics are part of the assimilation system, so that the analysis contains all locally forced
mesoscale features.

Most operational data assimilation techniques assume that the errors, i.e., the weight with
which the observations are assimilated, are isotropic (Otte et al., 2001). The data can thus
be applied within circular regions of influence around measurement sites. Circular isotropic
regions of influence are indiscriminate toward thermal and wind gradients that may reflect
changes of air mass. The assumption of isotropic areas of influence can be especially er-
roneous in complex terrain, near coastlines or during synoptically forced conditions (like
frontal boundaries). More advanced data assimilation techniques like the Ensemble Kalman filter or Four-Dimensional variational data assimilation have the advantage of flow-dependent weights. Studies that investigate the benefit of anisotropic weighting of observations include, among others, Otte et al. (2001) or Benjamin and Seaman (1985). Ideally, in limited-area model data assimilation the radius of influence of an observation should depend on observation type and density, model error and resolution (Meng and Zhang, 2011).

Nudging has been used successfully over the last decades, first by Anthes (1974), and then by Stauffer and Seaman (1990) and Stauffer et al. (1991). The topics with nudging techniques over the last years include air quality modeling (e.g., Seaman (2000), Otte (2008)), surface data assimilation in connection with land surface models (Childs et al., 2006; Pleim and Gilliam, 2009; Pleim and Xiu, 2003) and the use of a weather analysis and forecasting system based on FDDA (Liu et al., 2008); Ruggiero et al. (1996), Alapaty et al. (2001) and Reen (2007) focused on nudging near-surface observations. Further applications of nudging include studies in complex terrain (Fast, 1995), of radiance measurements (Hayden, 1973), in the marine boundary layer (Leidner et al., 2001), the urban boundary layer (Liu et al., 2006) or using nudging to generate climatographies (Hahmann et al., 2009).

4.1.2 Variational data assimilation

Many operational numerical weather prediction centers use variational data assimilation methods to estimate the state of the atmosphere for weather prediction (Rabier, 2005). Variational data assimilation methods are also continuous, i.e., the data can affect the solution at every time step. They use an apriori (or background) state, which provides information otherwise missing from observations, and provide a realistic reference state needed to form the nonlinear observation operators used to assimilate many of the indirect observations (Bannister, 2008). In variational approaches both direct and indirect observations, like satellite-radiances, can be assimilated. The background state is error-prone and expressed by the background error covariance matrix, which describes how errors of different variables are correlated in space. It is derived from a short numerical forecast, so background errors share properties with forecast errors. Another way to say it is that the background error covariance matrix contains balance information in statistical form.

The evaluation of the error between the model solution and the observations is done through a cost function \( J \) (equation 4.5), which assumes that observation and background error covariances are described using Gaussian probability density functions (Barker et al., 2004). The optimal estimate of the true state of the atmosphere, i.e., the analysis, is determined by a minimization of the cost function through an iterative process (Seaman, 2000). Thereby it is assumed that the model can be neglected as a source of error during the assimilation period ("perfect-model" assumption). The cost function \( J \) is described by

\[
J(x) = \frac{1}{2}(x - x_b)^T B^{-1}(x - x_b) + \frac{1}{2}[H(x) - y]^T R^{-1}[H(x) - y] \tag{4.5}
\]

where \( x \) is the state variable to be minimized, \( x_b \) the state of the model background, \( y \) the observation, \( B \) the background error covariance matrix, \( R \) the observation error covariance
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matrix, and $H$ the observation operator. Depending on the choice of $x$ and $H$ different variational data assimilation methods can be formulated. When $x$ is considered as the state over the 3D spatial domain at analysis time, with $H$ spatially interpolating this state and converting model variables to observed quantities, then it is called 3DVAR. When $x$ is considered as the state over the 3D spatial domain and over the period for which observations are available, while $H$ spatially and temporally interpolates this state and converts model variables to observed quantities, then this is called 4DVAR. Thus, 4DVAR determines the analysis state at every gridpoint and at every time within the analysis window i.e., a four-dimensional analysis of the available asynoptic data (Yannick Trémolet, 2009).

Compared to FDDA, the assimilation of data in a variational data assimilation system can give different results because the background error covariance matrix in a variational data assimilation system spreads out information in the vertical and horizontal directions in space, weights the importance of the a priori state and spreads information to other variables differently than in an FDDA system, where tendency terms are added to prognostic equations. The effect of the background error covariance in 3DVAR can be seen in Figure 4.1, where a pseudo observation for the horizontal $u$ component of wind of $1 \text{ m s}^{-1}$ was assimilated. This is the outcome of a so-called single observation experiment, which is a way of diagnosing and tuning the background error covariance. The magnitude of the increments shown in Figure 4.1 is very small, but can be scaled depending on whether the observation or the background should have more weight in the data assimilation process. The equations of motion influence the way in which errors between and within variables are correlated (Bannister, 2008). The atmosphere is in a state of hydrostatic and geostrophic balance on most scales resolved by global models. Hence the probability density function that is represented by the background error covariance must allow only those likely background states that contain this near-balanced property. Consequently, if at a certain location the background state is perturbed through assimilation of a measured quantity, adjustments that are in near balance with the perturbation should be occurring elsewhere. This is why the assimilation of the pseudo $u$ value leads to the depicted shapes in the $v$ fields in Figure 4.1. The winds have a structure that is consistent with the adjustments due to geostrophic relations. Near the surface, where the pseudo observation was assimilated (in this example on model level 5), the effect of the coriolis force can be seen by rotated analysis increments.

An example of the assimilation of only wind speed observations into FDDA and 3DVAR is shown in Figure 4.2. The increments show a circular radius of influence for wind in the case of FDDA, where balance constraints are visible as off-circular increments. The increments of 3DVAR show a well defined dipol-structure. Important in these two figures discussed here is not the magnitude of the increments, which can be tuned, but their structure, which is inherent of the respective data assimilation method.

4.1.3 Ensemble Kalman Filters

Ensemble filter methods are a widely used data assimilation techniques. They use the statistical properties of a forecast ensemble to estimate the temporally and spatially varying covariance of the background error (Fujita et al., 2007; Anderson et al., 2009). The ensemble forecasts are treated as a random draw from the probability distribution of the model’s state given all previously used observations. Ensemble Kalman Filters (EnKF) are appealing because they provide flow-dependent error statistics and therefore are expected to produce an
Improving Initial Conditions of Mesoscale Forecasts

Figure 4.1: Area increments when assimilating a pseudo observation of the horizontal component of the wind (u) of 1 m s\(^{-1}\) for u-wind (left) and v-wind (right) on model level 5.

Figure 4.2: Area increments (m s\(^{-1}\)) when assimilating a single wind turbine observation into FDDA (left) and 3D-VAR (right). The cross in the left figure denotes the location of the wind observation which was also used on the right.

analysis with smaller errors than schemes employing fixed-error statistics (Torn and Hakim, 2008). Using that flow-dependent background error covariance can be regarded as the major difference to FDDA and variational approaches. Furthermore, simple implementations require little effort and expert knowledge (Anderson, 2007a). Meanwhile, the EnKF is used in operational settings (Torn and Hakim, 2008). Although it is not trivial to match variational assimilation performance with ensemble methods (Anderson, 2007a), assimilation
experiments with an EnKF system show improvements compared to assimilations with a variational data assimilation system (Torn and Hakim, 2008; Meng and Zhang, 2011). EnKF have been shown to work well in synoptic-scale to convective-scale applications (Fujita et al. (2007) and references therein).

4.2 Data assimilation for wind energy predictions

As will be explained in more detail in Chapter 5, with an increasing number of wind farm deployments, mostly offshore, a new source of data is becoming available especially in data scarce areas: nacelle winds, measured on the nacelle of a wind turbine, and yaw angles, the angle that describes the rotation of the nacelle into the wind. In this thesis the method of WRF FDDA is used with an attempt to improve analyses that are used as initial conditions for short-term wind predictions for wind energy purposes. As a novel approach nacelle winds and yaw angles were assimilated with the aim of improving wind predictions at a downwind location and at the wind farm itself.

Data assimilation in the PBL

Since wind turbines are situated in the boundary layer, the assimilation of wind farm data faces the challenges of data assimilation in the boundary layer; in fact, data assimilation in the PBL is a research topic in itself.

The high degree of spatial and temporal heterogeneity at the surface and in the PBL leads to data representativeness problems that contribute to the difficulty of using these observations (Reen and Stauffer, 2010; Stauffer et al., 1991). It is thus difficult to consider observations near the surface or in the PBL in data assimilation in the context of any dynamic balance, because of the dominance of local forcing (Warner, 2011).

A question addressed in research is the depth in the atmosphere through which the observations should be applied (Reen and Stauffer, 2010; Stauffer et al., 1991; Benjamin et al., 2009; Liu et al., 2008). This is important, because vertical mixing in the model can quickly eliminate near-surface information that is incorporated in the initial conditions, if the atmosphere above is not analysed with vertically consistent structures (Warner, 2011). Hacker and Snyder (2005) and Hacker and Rostkier-Edelstein (2007) demonstrated that surface observations may affect the entire modeled PBL, and demonstrated with an EnKF system that surface observations can substantially improve initial conditions and wind profiles in the PBL.

Meng and Zhang (2011) summarize the problems of limited-area data assimilation, with special focus on Ensemble Kalman Filters, and mention that, because of the error from the difference between the real and the model terrain height and uncertainties in the parameterization of boundary layer and land surface physical processes, surface observations have been challenging in the mesoscale data assimilation field. Moreover, although most statistical data assimilation methods assume that the model forecast (or first guess) is unbiased, that is rarely the case. Model bias error can systematically cause the model to drift away from the truth.

The EnKF has a strong dependence on the accuracy of the model (Anderson, 2007a). In the PBL a significant portion of model error is due to uncertainties in PBL parameteriza-
tions (Hacker and Snyder, 2005). When dealing with assimilation in the PBL, error growth dynamics are often non-linear and non-Gaussian, requiring dedicated treatments compared to synoptic-scale applications (Meng and Zhang, 2011). Since an EnKF system depends critically on the quality of the first guess and the forecast error covariance estimated from a short-term ensemble forecast, the presence of model error is critical. When model error is not included in the ensemble-based calculation of forecast error covariance, the resulting spread may be insufficient. Ways of dealing with imperfect models in the PBL include covariance inflation procedures, bias correction algorithms, stochastic approaches, or the use of multi-physics ensembles. One other reason why EnKF have issues in the PBL is due to sampling error. Localization is a means to ameliorate sampling error when small ensembles are used. The EnKF methods use linear regressions. Sampling error in linear regression can be the dominant source of error in the whole filtering procedure (Anderson, 2007b). Localization, especially in the vertical, is challenging in the PBL (Mitchell et al., 2002), since the area of influence of an observation should change with atmospheric stability. In the presence of severe model error, the radius of influence should be smaller.

The assimilation of wind farm data, specifically, also touches upon the problem that datasets with a high spatial density violate the assumption of spatially independent observation errors in data assimilation (e.g., Daley (1991), Ochotta et al. (2005)). Wind farm data are spatially dense data: compared to a mesoscale model grid with grid spacings between 2 and 30 km, many observations exist within one grid cell. Therefore a method is needed to reduce the amount of data and produce a representative data set, i.e., to thin the data.

If only data near the surface are assimilated, the future model integrations could, through geostrophic adjustment, “wipe out” the changes that were done to the analysis via the assimilation. This suggests that upper air observations are needed in assimilation systems to keep the impact of near surface observations in the system (Barwell and Lorenc, 1985; Stauffer et al., 1991). Additionally, it can be expected that in locally forced weather situations, the effect of the assimilation will stay in the system for longer as compared to synoptically forced situations. To give an example to the latter, a cold front passing through just after the time of the assimilation will likely “wipe out” the data assimilation effect.

4.3 Conclusions

This chapter reviewed the basic concept of data assimilation, the methods of FDDA, variational data assimilation and EnKF. The idea of assimilating data in the PBL to improve wind energy forecasts is discussed. Even though the different data assimilation systems have each their advantages and disadvantages and some might be more suited in certain situations than others, the challenges of introducing a new data set to be assimilated are shared by all of them. The methods and issues relating to the assimilation of wind farm data explained on the example of FDDA in the following chapter can thus be applied to any data assimilation system. With more and more wind farms being built and wind farm observations becoming increasingly available, adding these to the already existing data used operationally to improve the initial conditions of a NWP model, will be promising for both wind energy predictions and weather predictions in general. Since wind farm operators are reluctant to share their data, a lot of lobbying will be needed to allow wind farm data to be widely used. Additionally, further research than presented in this thesis will be necessary for wind farm
observations to be considered potential candidates in contributing to a richer data set than is currently used in NWP. This thesis is a first step towards this endeavour.
Chapter 5

Wind Farm Data

This chapter serves as an introduction to the area of study and data used for the data assimilation experiments in the next chapter. Reference is given to the Horns Rev I wind farm and its turbines, Vestas V80, but an effort is made to generalize the issues of wind farm data, so that the ideas presented here can be exploited for other applications, purposes and wind farms. The explanation of the data is mainly from the point of view of their use in data assimilation.

5.1 Area of study - The wind farm Horns Rev I

The area of research for the assimilation experiments is the wind farm Horns Rev I (Figure 5.1). The wind farm consists of 80 turbines, which are distributed in 10 rows with 8 turbines each on an area of 19.7 km$^2$, approximately a 5 x 3.8 km square. The distance between the turbines is 560 m, corresponding to seven rotor diameters. The distance from the coast (to Blåvands Huk) is 13.8 km. Halfway between the coast and the wind farm, 6 km from the farm, a measurement tower (referred to as M7) is installed. During westerly winds, this measurement tower is in the wake of the wind farm. One measurement mast is situated 2 km to the northwest of the farm (referred to as M2), and in the wake of the wind farm during south easterly winds. Data used from M7 are wind speeds at 70 m and wind direction at 68 m. From M2 I use wind speed measurements at 62 m and wind direction measurements at 43 m. Wind anemometers are top-mounted Risø cup anemometers, and therefore not subject to tower and boom distortion. The wind direction measurements from M2 have a known offset. I use these wind direction measurements in one experiment, further pressure measurements from M2 at 55 m and temperature measurements at 13 and 55 m, to calculate the pressure at 70 m with the hydrostatic assumption.

Measurement masts are primarily set up in a wind farm to evaluate the wind potential at a site before the wind farm is built. This was also the case for M2. Reliability of these data can therefore degrade if they are not as well maintained after their initial purpose. The data
from M2 show good reliability most of the time. M7 was erected together with another mast situated between M7 and the wind farm mainly to observe the wind farm wake when the wind comes from westerly directions (Hasager et al., 2007).

The hub height of the turbines is 70 m MSL, which corresponds to the height used in the data assimilation experiments. This height is not constant but changes with sea level. These changes occur due to swell and tides, and are in the order of 1.31 m below DNN (Danish Normal Zero) to 2.8 m above DNN (Sommer, 2002) at Horns Rev.

### 5.2 Wind speeds

Each wind turbine in a wind farm is equipped with anemometers that are located on the nacelle behind the rotor. Figure 5.2 illustrates the location of the nacelle and nacelle anemometers of an example turbine. Depending on the turbine manufacturer, the distance of these anemometers from the rotor varies. In the case of Horns Rev I, ultrasonic anemometers are situated at the end of the 10.4 m long nacelle, measuring linear components of the wind vector $u$ and $v$. These wind measurements, i.e., nacelle winds, are usually used by wind farm operators for the turbine control, to determine cut-in/cut-off wind speeds. If nacelle winds are used for other purposes, like in this case for data assimilation, knowledge about the issues associated with these measurements is important. Since the anemometers are situated behind the rotor, they do not represent the free wind conditions from that region but are disturbed by the turbine and rotor blades. This disturbance of the measured wind depends on the design/shape of the wind turbine and nacelle, the pitch/stall situation, whether the turbine is operating or not, the height of the anemometer and its position on the nacelle (Zahle and Sørensen, 2011; Smaïli and Masson, 2004). For data assimilation purposes the information from the free wind conditions at a site are required, and deviation from representative wind speeds lead to errors. Since the wind disturbances are very complex, a general valid correction of these data is an ongoing field of research.
However, nacelle anemometers are calibrated with a so-called nacelle transfer function to describe the undisturbed wind field (Frandsen et al., 2009), therefore part of the above mentioned issues are partially already accounted for. This function is determined empirically by comparing wind measurements from a tower that is approx. 250 m upwind with the output of the nacelle anemometers. The function exists for both wind speed and direction but is still limited and does not take turbulence effects, vertical inflow or upflow conditions into account. Furthermore, these functions are based on a reference turbine, and not calculated for each specific turbine. Therefore, they do not account for local conditions or park effects (Zahle and Sørensen, 2011; Antoniou and Pedersen, 1997). However, it can serve as a good approximation during normal conditions, e.g. for reasonable amounts of turbulence or no yawing errors (i.e., the difference of wind direction of the free wind to the correct alignment of the turbine in the wind) (Antoniou and Pedersen, 1997).

Most turbines are equipped with two anemometers, one on the right and one on the left on the nacelle. Sometimes, when data transfer problems or data overload occur, the received signal can switch from one anemometer to the other one. Between the two anemometers can thus be a small difference, adding a further factor of complexity to the issue (Rolf-Erik Keck, Vestas, personal communication, Dec. 2010).
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In data assimilation, the horizontal wind components, u and v, are assimilated. Therefore wind direction measurements are required. Wind turbines, in fact the whole nacelle with the rotor, is turning itself into the wind based on wind direction measurements from behind the rotor. This rotation, the yaw angle, is recorded and available as a proxy for wind direction. Depending on the turbine type, turbines yaw quickly: Common MW-turbines yaw with a yaw-rate of about 0.5 ° sec\(^{-1}\). They use averaging algorithms, and typically yaw when they have reached an averaged yaw-error value of about +5° or -5°. Then they yaw until they have reached the center value again. As with nacelle winds, yaw angles also have associated problems.

First of all, the wind direction which is measured with anemometers situated on the nacelle to determine the yaw error is error prone (Zahle and Sørensen, 2011). Yaw errors appear to be on average up to 10 degrees (Pedersen et al., 2010) and are a result of the difference between the free wind direction and the measured direction of the disturbed wind behind the rotor.

Secondly, below the cut-in wind speed of 4 m s\(^{-1}\) and above the cut-off wind speed of 25 m s\(^{-1}\), when the turbine is not operating and thus not yawing, the yaw signal is apparently wrong. Upon restart, with the turbine then being in a random position, it takes time for the sensor to be oriented towards north again, resulting in a messy data set. Further complicating is the fact, that the turbines’ cables have to be disentangled after too much rotation of the nacelle, and the yaw has to be oriented towards north again.

Thirdly, each wind turbine has a different offset in yaw angle. Within a recent EU project that looked towards the design of very large wind turbines (8-10 MW) both onshore and offshore (the project UpWind), the offset of the yaw angle for Horns Rev’s turbine 7 was corrected by determining the power deficit between two turbines as a function of direction (Kurt S. Hansen, personal communication, Dec. 2010).

Despite these potential problems, comparisons of yaw angles with wind direction measurements from masts show quite good agreement during the experiments (indicated by Figure 5.3 for one case), so yaw angles from turbine 7 are used as a proxy for wind direction in the experiments in the following chapters. The timeseries of the yaw angle are smoother than the ones from mast M7 downwind, which might even be an advantage in the assimilation process, because they might fit better to the hourly model values and thus not be eliminated by the data misfit or quality control procedures. The lag shown with respect to M7 is probably due to the distance of 6 km, indicating that the turbine reacted to wind direction changes before they hit M7 downstream.

5.4 Wake effects

As well as the disturbance of the wind due to the turbine’s rotor, wind measurements on turbines in a wind farm are affected by wakes. Losses in turbine power output due to wakes can be in the order of 5-15% of a whole wind farm (Barthelmie et al. (2010), Barthelmie and Jensen (2010)) and the wind speed decrease leading to these power losses can be up
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Figure 5.3: Yaw angles and wind directions from measurement mast M7 for 29 May 2005 as an example for a typical time series of the data.

to 20% for certain turbines depending on their position in the wind farm with respect to the flow direction, which can result in a few m s\(^{-1}\). Barthelmie et al. (2010) state, however, that wake modeling of large wind farms is still subject to an unacceptably high degree of uncertainty. The magnitude and extent of wakes depend on atmospheric stability and wind speed (Christiansen and Hasager (2005b), Barthelmie et al. (2010), Hansen et al. (2012)). Furthermore, wind farm layouts and farm sizes have an impact as well.

Figure 5.4 shows timeseries of nacelle winds for the first five upwind turbine rows and the 70 m measurements of mast M7 on 29 May 2005. The wind hit the farm from the west; The wind speeds from the mast are lower than the ones from the turbines in row 1, but the further to the east the row is situated, smaller differences between the mast measurements and the turbine measurements can be seen. The further east the wind farm rows are situated, the more wake effects they experience. This indicates a slight wake effect on mast M7 since its measurements correspond best to the wake contaminated nacelle winds from row 5. The 70 m measurements from M7 downwind show a lag around 14:30 UTC, which can be explained by the distance of 6 km between the farm and the mast. The nacelle winds from each row are within an interval of approximately 1 m s\(^{-1}\).

Correction of nacelle winds using WAsP

Several approaches exist to get rid of the above mentioned effects and clean the data to represent free wind speeds or wake free winds. One way of “cleaning“ the dataset from wake effects can be done by Risø’s microscale model WAsP Engineering (Beyer et al., 1994). It estimates wake velocity deficits and is based on a linear wake expansion of the wake downstream (originally developed by Jensen (1983)) and momentum balance in uniform flow.
The relative deficit at a rotor hit by a single wake is estimated by

$$\Delta u_1 / u_1 = (1 - \sqrt{1 - C_T(u_0)} \frac{A_{0,\text{rotor}}}{A_{1,\text{wake}}} \frac{A_{1,\text{overlap}}}{A_{1,\text{rotor}}})$$  \hspace{1cm} (5.1)$$

Here, $u_0$ and $u_1$ are the wind speeds at hub-height at the upwind and downwind turbine sites, respectively. $A_{0,\text{rotor}}$ and $A_{1,\text{rotor}}$ are the rotor swept areas of the upwind and downwind turbines, $A_{1,\text{wake}}$ the area of the expanded wake at the downwind position set with a wake decay factor, and $A_{1,\text{overlap}}$ the overlap area of the expanded wake and the exposed rotor. $\Delta u_1$ is the resulting velocity deficit at the downwind turbine site.

Since the wake is assumed to expand linearly behind the rotor, wake meandering (Larsen et al., 2007; Espana et al., 2009) or small scale local effects can not be corrected for with WAsP Engineering. The resulting correction factors for each turbine depends on the incoming wind direction and the wind speed.

The absolute differences between WAsP corrected nacelle wind speeds versus non-corrected ones for the assimilation experiments carried out in this thesis in Chapter 6 did not exceed 1.6 m s$^{-1}$ and a qualitative assessment of results assimilating WAsP corrected nacelle wind speeds versus non-corrected ones revealed only minor differences (not shown). This method was thus not exploited further and nacelle winds were therefore not corrected for the simulations in Chapter 6.

### 5.5 Wind farm data in data assimilation

In every discipline, one has to know the data set one is using. Depending on the usage of wind farm data, they have to be processed to be meaningful. Here I mention what has to be considered when these data are used in data assimilation.

As already mentioned in Chapter 4, a method is needed to reduce the amount of data and produce a representative data set. Since in my results in Chapter 6 I focus on quantifying the hypothetical impact of the wind farm data assimilation downwind at M7, as well as on the wind farm itself, error metrics were calculated using the wind measurements from M7 as a reference. Data and their timeseries were analysed and medians of different turbine groupings with respect to M7 calculated. I preferred the median over the mean to avoid the negative effect of outliers. The groupings serve as a thinning technique (section 4.2). Performing different experiments by using the different groupings is also a way to deal with the inherent uncertainties of wind farm data.

In order to keep the impact of wind farm data in the system (Chapter 4) and also because certain observations are considered standard observations, wind farm data were assimilated together with upper air observations of the Meteorological Assimilation Data Ingest System (MADIS, http://madis.noaa.gov), which include data from the Aircraft Communication Addressing and Reporting System (ACARS), and observations from radiosondes, to analyse the effect of wind farm data in data assimilation.
Figure 5.4: Timeseries of nacelle winds (individual turbines in black, median in green) and wind speed measurements from measurement mast M7 at 70 m (red) for each turbine from the westernmost row of the wind farm (upper panel), the second row from the west (second panel), the third row (third panel), the fourth row (fourth panel) and the fifth row from the west (fifth panel). The wind on this day (29 May 2005) came directly from the west.

In this thesis I use wind farm data as described above, but other methods exist to make use of the data. For the sake of completeness they are mentioned here:
Instead of using yaw angles and pressure measurements from a measurement mast, model values for wind direction and pressure could be used. Pressure values are needed in the assimilation to assign the correct height to the measurements.

Wind direction is also available from measurements on the nacelle, in the case of Horns Rev I from sonic anemometers. However, whenever the turbines are reset, the reference angle determining north becomes incorrect. It takes a while until it goes through a reference direction before the sensor is oriented towards north again. This results in poor data quality. Furthermore, this angle is also modified by the flow through the rotor.

Assimilating power data is a possibility, but power data are very costly and wind farm operators are usually very reluctant to distribute them, making use of wind farm power data in an operational context a difficult endeavor. By using nacelle winds and yaw angles I made an effort to suggest a fairly general technique. In some jurisdictions, the SCADA data has to be delivered to the Transmission System Operator, who could use them for wind energy forecasting. For the assimilation of power data an observation operator would need to be developed. This operator would not only depend on physical constraints, but also on economics. The availability of power data is linked to the shut off of wind turbines, which does not only happen due to environmental conditions. Market driven decisions determine the operation of wind farms and it is nearly impossible to determine the reason for shut off on a regular basis. Moreover, these decisions depend on the country or wind farm operator, so no general valid method will be available. Nacelle winds are being measured on the turbines in a farm all the time, including during curtailments.

In addition, it is extremely difficult to relate power to wind. The conversion from power to wind will only be reliable where the slope of the power curve is sufficient, i.e. between approximately 5 and 13 m s\(^{-1}\). Furthermore, pressure is needed to calculate the air density. Pressure sensors are usually not part of the standard instrumentation, so this needs to be available from an external source. Using nacelle winds and yaw angles as in this study is a fairly feasible and promising approach for the future, once wind farm data will be used more frequently in data assimilation systems.

5.6 Conclusions

This chapter shed light on the area of study in the data assimilation experiments in the next chapters. The wind farm data used are explained and their issues discussed. It is very clear, why wind farm data are a data source that is questioned by some when it comes to data assimilation. Understanding the data set and accounting for the issues is a first step to alleviate its issues and to make the best use of the data. It is also clear that not every wind farm is as well maintained and documented as Horns Rev I, which might make it challenging to adapt my approaches to other cases. While most offshore wind farm operators are professional enterprises, which ensures a certain data quality, onshore data from onshore wind farms can lack that quality. Assimilation results are presented in the next chapter, as a proof of concept, that this data set can be successfully used.
Wind Farm Data Assimilation in FDDA

This chapter uses the information from Chapter 5 and presents the impact of the assimilation of wind farm data into the Four-Dimensional Data Assimilation (FDDA) system of the WRF model (Skamarock et al., 2008). Wind farm observations, which up to now are primarily used by wind farm operators for control purposes, constitute a novel and unique set of measurements in the PBL.

Not many contributions can be found in the literature about the use of nacelle winds in mesoscale forecasting, none about yaw angles, to the best of my knowledge. Cutler et al. (2011) used nacelle wind speeds for power curve modelling and suggest the use of nacelle winds averaged over a wind farm in wind power forecasting. Kankiewicz et al. (2010) presented a poster on the use of nacelle anemometers for forecasting and operational assessment. Assimilating wind speeds measured on the nacelle of a wind turbine and the yaw angle, which serves as a proxy for wind direction, into mesoscale models is a novel topic. While data assimilation experiments have been done with various other measurements to improve the forecasts for wind farms (Liu et al., 2011; Delle Monache et al., 2010; Zupanski et al., 2010), only few conference contributions exist from the National Center of Atmospheric Research (NCAR) about the assimilation of tower measurements in the vicinity of onshore wind farms and nacelle winds using NCAR’s non-community Real-Time Four Dimensional Data Assimilation (RT–FDDA) model (Cheng et al., 2011; Liu et al., 2010). To the best of my knowledge, yaw angle observations have not been used for data assimilation purposes to this date.

Since the measurements on the individual wind turbines are not independent from each other and dealing with each turbine’s measurements separately makes the data handling challenging, thinning the data is desirable. The focus of section 6.1, the content of which is part of the paper Draxl et al. (2011a), is thus on exploring different thinning strategies and their impact on four-dimensional data assimilation concerning wind predictions at hub height. The experiments analysed here are from hourly analyses, i.e., the results are from forecasts that are initialized one hour apart from each other. This is contrary to most current operational weather forecast systems, that initialize a new forecast every 6 hours. However, on the small time scales relevant to predicting wind speeds for wind energy applications, the
local scale development of systems may need to be updated more frequently. Since FDDA is a relatively computationally efficient technique, hourly updates are feasible. As the basics for wind farm data assimilation and their associated issues are similar in any data assimilation system, section 6.1 serves as a guideline for the assimilation of wind farm data in any data assimilation system.

6.1 Thinning strategies for the assimilation of wind farm observations

Today many different kinds of observations are used in operational numerical weather prediction (NWP) models with the aim of more accurate forecasts by improving the analysis and subsequent forecast through data assimilation. In this section I will explore the potential benefits of the assimilation of wind farm observations in addition to the already available upper air data sets used for data assimilation. The area of study is the Danish offshore wind farm Horns Rev I. The purpose of this study is to explore different thinning strategies and their impact on analyses and short-term predictions.

6.1.1 Data

The wind farm data used for the assimilation experiments, nacelle winds and yaw angles, are described in Chapter 5. The wind farm Horns Rev I is located off the west coast of Denmark in the North Sea (Figure 5.1). In the assimilation experiments a constant height of 70 m MSL is assumed for the observations.

Halfway between the coast and the wind farm (i.e., 6 km to the east of the farm) a measurement tower (referred to as M7) is installed. During westerly winds, this measurement tower is in the wake of the wind farm. Another measurement mast is situated 2 km to the northwest of the farm (referred to as M2), and in the wake of the wind farm with southeasterly winds. The nacelle winds, yaw angles and tower data are available as 10 min averages.

Data used from M7 are wind speeds at 70 m and wind direction at 68 m. Wind speed measurements at 62 m and wind direction measurements at 43 m are used from M2. I further used wind direction from M2 in one experiment as a comparison to using only yaw angles (section 6.1.5). Pressure measurements at 55 m and temperature measurements at 13 and 55 m are taken to calculate the pressure at 70 m with the hydrostatic assumption, which is needed for the assimilation.

6.1.2 Data assimilation system

The Four Dimensional Data Assimilation system of the WRF model is based on Newtonian relaxation (i.e., nudging). I used the approach of nudging directly toward individual observations. This approach uses only those observations that fall within a predetermined time
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Figure 6.1: Domain configuration and terrain elevation of the WRF model setup. The squares indicate the boundaries of nested domain and the cross the location of the wind farm Horns Rev I.

Figure 6.2: Schematic for the setup of the data assimilation experiments.

A window centered about the current model time step. In this setup, the half-time window for domain 1 was 0.8 hours, for domain 2 it was 0.6 hours.

The model setup for the experiments consisted of an outer and nested domain with horizontal grid increments of 30 and 10 km, respectively (Figure 6.1). The model was initialized and forced at the boundaries by 1°×1° U.S. National Center for Environmental Prediction (NCEP) Global Forecast System 6-hour forecasts. The sea surface temperature fields were also obtained from NCEP analysis at a horizontal resolution of 0.5°×0.5°. 1-way nesting and 37 vertical levels were used, with 7 levels within the lowest 500 m. The lowest levels important for wind energy applications were at approximately 16, 59, 117, and 183 m AGL. The model physics options include: Yonsei University (YSU) boundary layer scheme, Lin et al. microphysics scheme, MM5 similarity surface layer, Noah land surface model, and the Kain-Fritsch cumulus parameterization. The model dynamics options include: 2nd-order diffusion with a horizontal Smagorinsky first order closure, 6th-order numerical diffusion with prohibit up-gradient diffusion for the inner domain, and positive-definite advection of moisture and scalars. The radius of influence in domain 1 was 200 km and in domain 2 it was 90 km.
Observations were assimilated hourly during a pre-forecast period of 24 hours to provide spun-up initial conditions for each of the test cases described in section 6.1.3, and for the time of the test cases thereafter to produce initial conditions (Figure 6.2). The control run where no data assimilation was performed (CTL) was spun up without nudging. After the spin up period, free 24-hour forecasts were initialized from the resulting analyses every hour. For the selected cases this resulted in 44 24-hour forecasts. The assimilated data sets included wind farm data and upper air observations of the Meteorological Assimilation Data Ingest System (MADIS), which include data from the Aircraft Communication Addressing and Reporting System (ACARS), and observations from radiosondes; a snapshot of their typical distribution is shown in Figure 6.3.

6.1.2.1 Thinning strategies

Wind farm data are spatially dense and compared to a mesoscale model grid with grid spacings between 2 and 30 km many observations are in the subgrid space (Figure 5.1, right panel). Thus, the measurements do not provide independent information and dealing with each turbine’s measurements separately makes data handling challenging and increases the computational costs (Lazarus et al., 2010). Additionally, in data assimilation systems like the Ensemble Kalman Filter or variational methods, datasets with a high spatial density violate the assumption of spatially independent observation errors (e.g., Daley (1991) or Ochotta et al. (2005)). Therefore a procedure is needed to reduce the amount of data and
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produce a representative data set. Thinning is also a way to deal with the inherent issues associated with wind farm data (section 5.2 and 5.3).

The thinning strategies consist of different grouping strategies of nacelle winds. In this study, I calculated median nacelle winds of the first upwind turbine row, the second upwind row, the third upwind row, the fourth upwind row, the fifth upwind row, all the turbines, the upwind half of the wind farm and the first two upwind turbine rows combined. I chose the median over the mean to avoid the negative effect of outliers. Nacelle winds were quality controlled, but not corrected for their inherent issues, as mentioned in section 5.4. For the assimilation experiments, wind directions come from the yaw angle of turbine 7 (situated in the first upwind row), because data quality of that turbine was assured (section 5.3), and additionally from measurement mast M2 at 60 m for the group with medians of the first two upwind rows.

The metrics used to evaluate the best thinning strategies were the root-mean-squared error (RMSE), bias, centered root-mean-squared error (CRMSE) and rank correlation (section 6.1.4).

6.1.3 Test cases

Suitable test cases were selected to study the impact of the different thinning strategies and of the assimilation of wind farm data following these strategies. The impact of the assimilation at the location of the observations, i.e., the wind farm, as well as at downwind locations is of particular interest. The latter is important for the wind energy industry to understand if data collected at a wind farm could be useful for short-term predictions at a nearby downwind farm. This is the case at Horns Rev I (Figure 5.1), which is situated downwind of Horns Rev II during westerly winds. Wind farm data from Horns Rev II were not available at the time this research was performed. Given the position of M7 with respect to Horns Rev I cases with westerly winds (i.e., winds between 260° and 280°) were selected. Restricting the cases to westerly winds would also allow us to define unchanging upwind rows.

However, during westerly winds, M7 could be affected by wakes of the wind farm. The selected periods were thus further restricted to periods where wind speeds at M7 were within ± 5% of mast M2, the mast to the northwest of the farm. This was to ensure impartial verification with minor wake effects at M7, which is in a wake during westerly winds. Results with Risø’s wake model WAsP Engineering (http://wasp.dk, last access: Feb. 2012) confirmed minor wake effects on M7 below 1.6 m s⁻¹ during the test cases because of the distance to the wind farm (not shown).

Due to the restrictions to westerly winds and to periods with minor wake effects, only 5 cases with varying length in May, July, August and October 2005 were found with simultaneous measurements on the turbines and the measurement masts out of ~ 10 years of recorded data. Given that I analyzed 24-hour forecasts the restrictions will last only during the time of the analyses and at least for the first three forecast hours. For later lead times wind conditions may change.
Table 6.1: Date and weather conditions of the test cases. The dates denote the analyses that were used to initialize the forecasts.

<table>
<thead>
<tr>
<th>Test case</th>
<th>Weather conditions at Horns Rev</th>
</tr>
</thead>
<tbody>
<tr>
<td>29 May 11 UTC - 29 May 17 UTC</td>
<td>A low pressure system over the British Isles and southern Scandinavia led to southern winds in 500 hPa and westerly winds near the surface. During the course of the day high pressure took over from the south, leaving Horns Rev all day in a westerly flow.</td>
</tr>
<tr>
<td>19 July 13 UTC - 20 July 05 UTC</td>
<td>Low pressure dominated Scandinavia and the British Isles, with its core moving from the north of the British Isles westward, leaving Denmark to the south of it in a westerly flow. A trough axis passed over western Denmark between 6 and 12 UTC, just before the test case. There was precipitation associated during this case.</td>
</tr>
<tr>
<td>26 Aug. 00 UTC - 26 Aug. 04 UTC</td>
<td>Low pressure was dominating over Northwest Europe, leading to westerly flow with convective conditions at Horns Rev.</td>
</tr>
<tr>
<td>26 Aug. 13 UTC - 26 Aug. 18 UTC</td>
<td>Low pressure was dominating over Northwest Europe, leading to westerly flow with convective conditions and showers at Horns Rev.</td>
</tr>
<tr>
<td>25 Oct. 16 UTC - 26 Oct. 00 UTC</td>
<td>Low pressure was dominating over northern Europe, with its center located over southern Norway at 18 UTC. A cold front was associated with the low, which had passed Horns Rev around 12 UTC on October 25th. Denmark was in a westerly flow and precipitation was associated with this case.</td>
</tr>
</tbody>
</table>

Denmark is situated around 56 degrees north with prevailing westerly winds. The selected test cases with winds from the west are thus representative. During the experiments the conditions at the wind farm Horns Rev were associated with a low pressure system over northern Europe/Scandinavia and/or a cold front passage (Figure 6.4, Table 6.1). Unstable atmospheric stability conditions prevailed during the test cases. The YSU boundary layer scheme was thus the PBL scheme of choice, since it was found to perform best during unstable cases in the boundary layer comparison study in section 3.3.

6.1.4 Verification metrics

For wind energy forecasting both the prediction of the timing and amplitude of an event are important. Capturing the amplitude is crucial, because the power is a function of the cube of the wind speed. Timing is important during ramp events, i.e., large and rapid changes in wind speed, which can only be predicted well if the pattern variabilities are forecast correctly. In this evaluation the focus is on

- **Root-mean-squared-error (RMSE):** This is the metric that is best known and commonly used. It can be split into the bias and centered root-mean-squared-error (CRMSE), which are the systematic and random components of the RMSE, respectively (Taylor, 2001).

\[
RMSE^2 = \frac{1}{N_p} \sum_{i=1}^{N_p} (F_i - O_i)^2 = CRMSE^2 + BIAS^2
\]

\(N_p\) is the number of available forecast(F)-observation(O) pairs.
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Figure 6.4: Maps of sea level pressure during the test cases; for 29 May 2005 at 15 UTC (upper left), 20 July 2005 00 UTC (upper right), 26 Aug. 2005 at 12 UTC (lower left) and 25 Oct. 2005 at 18 UTC (lower right). Overlaid are wind barbs on the second model level (∼59 m), half ticks representing 5 m s⁻¹, full ticks 10 m s⁻¹. The cross denotes the location of Horns Rev I.

- **BIAS**: The bias shows the differences in the means of the observations (\(\overline{O}\)) and the forecasts (\(\overline{F}\)) and is a measure for the systematic component of the forecast error, which may come from the model misrepresentation of topography/coastlines, offset parameter values, biased initial conditions, etc. (Delle Monache et al., 2011):

  \[
  BIAS = \overline{F} - \overline{O} \tag{6.2}
  \]

  \(\overline{F}\) and \(\overline{O}\) are the forecast and observation averages over \(N_p\) values.

- **CRMSE**: The CRMSE is considered the random component of the error. It gives an indication of the intrinsic predictive skill of the forecast that can be limited by the coarse or nonexistent representation of specific physical processes (Delle Monache et al., 2011), which is often harder to get rid of in a forecasting system than the systematic bias. The CRMSE penalizes phase errors.

  \[
  CRMSE = \sqrt{\frac{1}{N_p} \sum_{i=1}^{N_p} [(F_i - \overline{F}) - (O_i - \overline{O})]^2} \tag{6.3}
  \]
Spearman Rank Correlation (Wilks, 2006): The rank correlation is a nonparametric (i.e., distribution free) statistic that reflects the strength of the monotone relationships between two variables. As such it allows for a nonlinear relationship between the predictions and observations, which is appropriate when the quantity of interest, wind speed in this study, exhibits a non-Gaussian distribution, and quantifies pattern similarity (Delle Monache et al., 2011). High correlation values indicate better pattern similarity. This is especially important in wind energy forecasting where a correct prediction of the onset of a ramp event is extremely valuable. Data are transformed into ranks, i.e., they consist of all the integers from 1 through the sample size N. In the following equation, 

\[ r_{\text{rank}} = 1 - \frac{6 \sum_{i=1}^{N} D_i^2}{N(N^2 - 1)} \]  

(6.4)

6.1.5 Results

6.1.5.1 Impact of thinning strategies

As described in section 6.1.2.1, thinning techniques are necessary for wind farm data to be assimilated into a NWP model. In this study they consist in different grouping strategies of nacelle winds. This study focuses on quantifying the data assimilation impact on wind speed forecasts downwind at M7 and at the wind farm itself. I thus calculated error metrics (bias, RMSE, and rank correlation) for different groups of turbines using the wind measurements from M7 as a reference. This serves as an estimation of which group (i.e., thinning strategy) would have the potential to be successful in the assimilation experiments. Thinning is also a way to deal with the inherent issues associated with wind farm data (sections 5.2 and 5.3).

The groups were: median winds of the first upwind row, the second upwind row, the third upwind row, the fourth upwind row, the fifth upwind row, all the turbines, the upwind half of the wind farm and rows one and two together. A schematic of the groups is shown in Figure 6.5. The median was preferred over the mean to avoid the negative effect of outliers.

The groups mentioned above were ranked by bias, RMSE and rank correlation, and these rankings were summed to select a subset including the best thinning strategies. The turbine aggregations that exhibited the lowest RMSE, rank correlation, and bias were used in the assimilation experiments. The group with the lowest combined error metric is the median of row 1 and 2 together, followed by the median of row 1 and the median of all the turbines (Tables 6.2 and 6.3).

The medians of wind speed of row 1 and rows 1 and 2 together are usually higher than the ones for the other groups due to wake effects (Figure 6.6). The median of all the turbines is lower, because it includes the lower wind speeds from the wake affected turbines downwind. Generally, the difference between the groups is within 1 – 2 m s\(^{-1}\). The bias of all the groups is mostly negative, that means that the wind speeds of M7 are higher than the ones from the groups; the correlation is highest for turbine 1 most of the time - which indicates that the wake effect on M7 was very small. Wake meandering will have an impact on these results as well, but I have not attempted to quantify it. For the assimilation experiments, wind
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Figure 6.5: Schematic for the different grouping strategies of nacelle winds. Black dots represent the turbines, underlaid is the number of turbines used to calculate the median.

Figure 6.6: Timeseries of median wind speeds of the groups ALL, HALF, ROW1 and ROWS1&2 (Table 6.4) as well as of the 70 m measurements at M7 for the case from 29 May 2005. The median of ROW1 is higher than the others, which is representative for all the cases.

directions come from the yaw angle of turbine 7 and additionally from measurement mast M2 at 60 m for the group with medians of rows 1 and 2 together.
Table 6.2: Root mean square error (RMSE), Pearson correlation and bias with regard to wind speed aggregations with regard to wind speeds at M7 at 60 m, and their ranking for the median winds of the first upwind turbine row, the second row, the third row, the fourth row, the fifth row, all the turbines, half of the wind farm, and rows one and two together for all the test cases separately.

<table>
<thead>
<tr>
<th>Aggregation</th>
<th>RMSE</th>
<th>Rank RMSE</th>
<th>CORR</th>
<th>Rank CORR</th>
<th>BIAS</th>
<th>Rank BIAS</th>
<th>Total Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1: 29 May 11 UTC - 20 UTC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row 1</td>
<td>0.811</td>
<td>8</td>
<td>0.910</td>
<td>1</td>
<td>0.708</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>Row 2</td>
<td>0.746</td>
<td>5</td>
<td>0.811</td>
<td>4</td>
<td>0.175</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>Row 3</td>
<td>0.764</td>
<td>6</td>
<td>0.799</td>
<td>7</td>
<td>0.159</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>Row 4</td>
<td>0.766</td>
<td>7</td>
<td>0.797</td>
<td>8</td>
<td>0.103</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>Row 5</td>
<td>0.684</td>
<td>3</td>
<td>0.803</td>
<td>6</td>
<td>-0.084</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>all</td>
<td>0.639</td>
<td>1</td>
<td>0.824</td>
<td>3</td>
<td>-0.041</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>half</td>
<td>0.722</td>
<td>4</td>
<td>0.807</td>
<td>5</td>
<td>0.177</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>Rows 1&amp;2</td>
<td>0.670</td>
<td>2</td>
<td>0.878</td>
<td>2</td>
<td>0.463</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>Case 2: 19 July 13 UTC - 20 July 08 UTC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row 1</td>
<td>1.459</td>
<td>8</td>
<td>0.669</td>
<td>7</td>
<td>0.572</td>
<td>8</td>
<td>23</td>
</tr>
<tr>
<td>Row 2</td>
<td>1.435</td>
<td>7</td>
<td>0.655</td>
<td>8</td>
<td>-0.064</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>Row 3</td>
<td>1.380</td>
<td>5</td>
<td>0.680</td>
<td>5</td>
<td>-0.056</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Row 4</td>
<td>1.382</td>
<td>6</td>
<td>0.688</td>
<td>4</td>
<td>-0.106</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>Row 5</td>
<td>1.363</td>
<td>3</td>
<td>0.705</td>
<td>2</td>
<td>-0.295</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>all</td>
<td>1.300</td>
<td>1</td>
<td>0.729</td>
<td>1</td>
<td>-0.326</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>half</td>
<td>1.373</td>
<td>4</td>
<td>0.680</td>
<td>6</td>
<td>-0.043</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>Rows 1&amp;2</td>
<td>1.350</td>
<td>2</td>
<td>0.689</td>
<td>3</td>
<td>0.278</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Case 3: 26 Aug. 00 UTC - 07 UTC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row 1</td>
<td>0.790</td>
<td>2</td>
<td>0.509</td>
<td>1</td>
<td>0.269</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Row 2</td>
<td>1.019</td>
<td>5</td>
<td>0.355</td>
<td>8</td>
<td>-0.598</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>Row 3</td>
<td>1.071</td>
<td>7</td>
<td>0.408</td>
<td>6</td>
<td>-0.707</td>
<td>7</td>
<td>20</td>
</tr>
<tr>
<td>Row 4</td>
<td>1.023</td>
<td>6</td>
<td>0.398</td>
<td>7</td>
<td>-0.634</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>Row 5</td>
<td>1.086</td>
<td>8</td>
<td>0.425</td>
<td>4</td>
<td>-0.764</td>
<td>8</td>
<td>20</td>
</tr>
<tr>
<td>all</td>
<td>1.004</td>
<td>4</td>
<td>0.471</td>
<td>2</td>
<td>-0.697</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>half</td>
<td>0.961</td>
<td>3</td>
<td>0.411</td>
<td>5</td>
<td>-0.547</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>Rows 1&amp;2</td>
<td>1.350</td>
<td>2</td>
<td>0.689</td>
<td>3</td>
<td>0.278</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Case 4: 26 Aug. 13 UTC - 22 UTC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row 1</td>
<td>0.906</td>
<td>2</td>
<td>0.581</td>
<td>1</td>
<td>0.468</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Row 2</td>
<td>1.026</td>
<td>6</td>
<td>0.387</td>
<td>8</td>
<td>-0.529</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>Row 3</td>
<td>1.026</td>
<td>7</td>
<td>0.434</td>
<td>7</td>
<td>-0.585</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>Row 4</td>
<td>1.006</td>
<td>5</td>
<td>0.456</td>
<td>6</td>
<td>-0.562</td>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>Row 5</td>
<td>1.075</td>
<td>8</td>
<td>0.493</td>
<td>3</td>
<td>-0.704</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>all</td>
<td>0.990</td>
<td>4</td>
<td>0.574</td>
<td>2</td>
<td>-0.654</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>half</td>
<td>0.946</td>
<td>3</td>
<td>0.468</td>
<td>5</td>
<td>-0.464</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Rows 1&amp;2</td>
<td>0.830</td>
<td>1</td>
<td>0.468</td>
<td>4</td>
<td>0.029</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Case 5: 25 Oct. 16 UTC - 26 Oct. 03 UTC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row 1</td>
<td>0.921</td>
<td>1</td>
<td>0.576</td>
<td>1</td>
<td>-0.504</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Row 2</td>
<td>1.410</td>
<td>3</td>
<td>0.346</td>
<td>3</td>
<td>-0.982</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Row 3</td>
<td>1.634</td>
<td>6</td>
<td>0.275</td>
<td>6</td>
<td>-1.170</td>
<td>6</td>
<td>18</td>
</tr>
<tr>
<td>Row 4</td>
<td>1.608</td>
<td>5</td>
<td>0.249</td>
<td>8</td>
<td>-1.071</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>Row 5</td>
<td>1.722</td>
<td>8</td>
<td>0.263</td>
<td>7</td>
<td>-1.280</td>
<td>8</td>
<td>23</td>
</tr>
<tr>
<td>all</td>
<td>1.663</td>
<td>7</td>
<td>0.322</td>
<td>4</td>
<td>-1.277</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>half</td>
<td>1.501</td>
<td>4</td>
<td>0.304</td>
<td>5</td>
<td>-1.051</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Rows 1&amp;2</td>
<td>1.106</td>
<td>2</td>
<td>0.482</td>
<td>2</td>
<td>-0.715</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

6.1.5.2 Impact of the assimilation

Nacelle winds differ from one wind turbine to another because of wake effects as well as operational constraints. Therefore, the medians of different thinning techniques vary (Figure 6.6). In this section I analyze the impact of data assimilation in conjunction with the selected thinning techniques. In the experiments the median of the whole wind farm (ALL), the
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Table 6.3: Same as Table 6.2, but for all the test cases combined.

<table>
<thead>
<tr>
<th>Aggregation</th>
<th>RMSE</th>
<th>Rank RMSE</th>
<th>CORR</th>
<th>Rank CORR</th>
<th>BIAS</th>
<th>Rank BIAS</th>
<th>Total Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Row 1</td>
<td>1.106</td>
<td>2</td>
<td>0.943</td>
<td>1</td>
<td>0.323</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Row 2</td>
<td>1.226</td>
<td>5</td>
<td>0.925</td>
<td>6</td>
<td>-0.353</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>Row 3</td>
<td>1.266</td>
<td>7</td>
<td>0.922</td>
<td>8</td>
<td>-0.414</td>
<td>6</td>
<td>21</td>
</tr>
<tr>
<td>Row 4</td>
<td>1.253</td>
<td>6</td>
<td>0.923</td>
<td>7</td>
<td>-0.407</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>Row 5</td>
<td>1.284</td>
<td>8</td>
<td>0.929</td>
<td>4</td>
<td>-0.585</td>
<td>8</td>
<td>20</td>
</tr>
<tr>
<td>all</td>
<td>1.221</td>
<td>4</td>
<td>0.938</td>
<td>3</td>
<td>-0.571</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>half</td>
<td>1.204</td>
<td>3</td>
<td>0.928</td>
<td>5</td>
<td>-0.342</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>Rows 1&amp;2</td>
<td>1.065</td>
<td>1</td>
<td>0.941</td>
<td>2</td>
<td>0.019</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 6.4: Experiments including the thinning strategy adopted and the wind direction data source.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Thinning strategy</th>
<th>Wind direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>Median of whole wind farm</td>
<td>yaw angle</td>
</tr>
<tr>
<td>HALF</td>
<td>Median of upwind half wind farm</td>
<td>yaw angle</td>
</tr>
<tr>
<td>ROW1</td>
<td>Median of upwind row</td>
<td>yaw angle</td>
</tr>
<tr>
<td>ROWS1&amp;2M2</td>
<td>Median of first two upwind rows</td>
<td>43 m from M2</td>
</tr>
<tr>
<td>ROWS1&amp;2YAW</td>
<td>Median of first two upwind rows</td>
<td>yaw angle</td>
</tr>
<tr>
<td>MADIS</td>
<td>only MADIS data assimilated</td>
<td>N.A.</td>
</tr>
<tr>
<td>CTL</td>
<td>no data assimilation performed</td>
<td>N.A.</td>
</tr>
</tbody>
</table>

The results show a positive impact of the assimilation of both MADIS and wind farm data beyond 24 hours (Figure 6.7). The impact of the wind farm data assimilation alone is evident in the first 5 hours for the bias (Figure 6.7 top panel, experiment ALL). The difference between the thinning techniques is most pronounced for the analysis. Beyond a 2 hour time scale, the assimilation impact of wind farm data together with MADIS data is similar to the assimilation with only MADIS data, indicating the benefit of upper air MADIS data in the assimilation. The average distribution of these data cover most of the model domain and include data upstream (Figure 6.3), which explains the long assimilation impact beyond 24 hours. Since the location of M7 and Horns Rev are only one grid point apart, with a radius of influence of 90 km this results in minor differences between the two locations. Detailed results will be explained in this section.

6.1.5.3 Assimilation impact depending on lead times up to 24h

The bias at M7 (Figure 6.7a (left)) was reduced by all the assimilation experiments compared to the CTL up to a lead time of 18 hours. Especially up to lead time 2, the assimilation of wind farm data reduced the bias also compared to assimilating only MADIS data. The
Figure 6.7: Bias (a), CRMSE (b), Rank correlation (c) and RMSE (d) of wind speed for the experiments described in Table 6.4, and for 0-24 h lead times at M7 (left) and Horns Rev (right). The reference for the metrics (i.e., the observations) for Horns Rev are the median wind speeds from ROW1.
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impact of assimilating the median of the whole wind farm can even be seen up to 5 hours. The assimilation impact in bias beyond the advection timescale is suspected to be the result of the altered atmospheric state due to the data assimilation procedure. While the bias of the experiments stays stable around a value of 1.3 m s\(^{-1}\) from lead time 1 – 12, the bias of the CTL is slightly reduced up to lead time 4 with a rapid increase around lead times 6 – 12. The low, but increasing, bias for the first two lead times points at advection of the data assimilation impact downstream to M7. Similar conditions apply for Horns Rev (Figure 6.7a (right)).

The CRMSE, the random component of the RMSE (Figure 6.7b (left)), is reduced by the assimilation experiments compared to the CTL for the first 4 lead times and from lead time 12 onwards. However, in between these times the CTL shows slightly better scores. This and the increase of CRMSE after lead time 1 at Horns Rev compared to the CTL suggests the introduction of numerical noise through the assimilation (Figure 6.7b (right)). The reduction in CRMSE is not related to advection but due to the intrinsic skill of FDDA to improve the random error.

The RMSE (Figure 6.7d (left)) shows the added contributions of CRMSE and bias. The RMSE at M7 is reduced by the assimilation for all simulated lead times and even beyond that. The assimilation of wind farm data outperformed the MADIS experiment up to lead time 2. Experiment ALL shows the best results, and its impact is visible far beyond the advection time scale. At Horns Rev, the contribution of CRMSE to the RMSE leads to improvements up to lead time 1 and from 6 – 24. Here, the increase in CRMSE after lead time 2 lead to a better performance of the CTL for lead times 2 – 5.

The rank correlation (Figure 6.7c (left)) is similar for all the experiments and is nearly constant for the experiments where data assimilation was performed, whereas the correlation of the CTL drops considerably after lead time 12.

Note that Figure 6.7 shows average error metrics over all the cases. The error metrics for all the cases separately show different features (not shown). A reason for the results is thus difficult to find and drawing overall conclusions from single cases is questionable. I attempt to analyze the impact of the data assimilation further in sections 6.1.5.5 and 6.1.5.6.

6.1.5.4 Difference in thinning techniques for lead times 0 – 6h

The distinction between the thinning techniques is most pronounced during the first 5 lead times (Figure 6.7). The experiments using the yaw angle slightly outperform the ones using the wind direction measurements from M2 to the north of the farm. This is an advantage, because if the yaw angle data are known to be reliable, there is no need to additionally set up an expensive measurement mast. Moreover, only wind farm data, which are recorded for control purposes in any case, have the potential to contribute successfully to the assimilation experiments.

The verification with M7 data shows that the bias is positive, which is in agreement with the results found in Draxl et al. (2011b) for a nearby site. The bias was reduced compared to the CTL, but also compared to the run with only MADIS data (Figure 6.7a). Experiment ALL shows the best result. The bias of ALL increases from lead time 0 – 2, but is still the lowest during the first 6 lead times. The increase in bias up to lead time 2 for all the data
assimilation experiments could be due to increased noise in the simulations. For the CTL the pattern looks different: a slight reduction in bias until lead time 3, followed by a steep increase. Experiment ALL assimilated the median of all the turbines, which is lower than the one from other groups. As such it is more similar to M7. Moreover, when verifying with the wind farm itself (i.e., with the median of ROW1 for all the cases), ALL shows the best results as well during the first 5 hours (Figure 6.7a (right)), even though ROW 1 would be expected to have an advantage as the reference. This is because the assimilation decreases the wind speeds in the model estimate. ALL is showing the lowest median wind speeds (Figure 6.6), and thus most successful in doing so.

The CRMSE (Figure 6.7b), was reduced by the assimilation of wind farm data up to lead time 4 compared to experiment MADIS and the CTL, which shows the ability of the assimilation to add predictive skill to the raw forecast. One could argue that the bias of \( \sim 1 \text{ m s}^{-1} \) can be the outcome of wake effects on M7. However, this effect does not explain the behavior of CRMSE. The different thinning techniques show similar behavior at the location downwind
6.1.5.5 Assimilation impact depending on time of day

The results in the figures discussed above show the assimilation impact on the forecast lead time, but do not give information about the dependence of the results on the valid time, i.e.,
time of the day. Bias, CRMSE, rank correlation and RMSE of M7 were thus averaged over their valid time in Figure 6.9. Due to the relatively small sample size during each time of the day, the curves are uneven. However, the CTL and runs where data assimilation was performed are distinct. The bias and CRMSE show a mirrored behaviour: whereas the systematic error was improved during the day between 5 and 16 UTC and declined during the night between 16 and 4 UTC by 0.5 m s\(^{-1}\), the CRMSE was improved during the night between 16 and 6 UTC by \(\sim 1\) m s\(^{-1}\). During the day the simulations with and without data assimilation perform similarly for CRMSE. The times of transition between improvement and decline of the error metrics in the afternoon coincides approximately with the transition from day time to night time conditions in the atmosphere (convective and stable boundary layers, respectively). The rank correlation was improved during the first lead times up to 5 UTC and after 11 UTC. Both the assimilation experiments and CTL show a deep drop in correlation around 14 – 16 UTC. This indicates that the drop in rank correlation in Figure 6.7 was related to the valid time rather than on lead time. In fact, the drop in rank correlation in Figure 6.7 was averaged out in the assimilation experiments. The behaviour in bias and CRMSE combined is reflected in Figure 6.9d, which shows an improvement of the runs where data assimilation was performed throughout the whole day, except for 3 – 4 and 14 – 15 UTC. The behavior of all the assimilation experiments is similar.

6.1.5.6 Breakdown of forecast error: dependence on lead time

Figure 6.10 shows a break down of the forecast error for all the simulated lead times for the CTL and experiments ALL, HALF and ROW1 to have an overview of the assimilation impact. The forecast error is shown as a function of data assimilation experiment (Run, x-axis) and lead time (hours, y-axis), thus every colored square represents the forecast error at a particular forecast hour. The black vertical lines separate the test cases from each other. All the experiments show similar results with minor differences for specific hours (not shown for ROWS1&2 and MADIS). The experiments succeeded in decreasing the forecast error in many cases, which is indicated by more blueish/greenish colors in Figures 6.10 (upper right and lower panels) compared to the CTL (Figure 6.10 upper left). This is in agreement with the results in Figure 6.7a(left), where the positive bias was decreased. The diagonal patterns suggests that the forecast error does not primarily depend on a specific lead time, but on a specific valid time. However, since the diagonal patterns are not consistent throughout the cases, the error depends rather on a specific weather situation at a certain time of the day. This is confirmed by Figure 6.11, which indicates the dependence of the error on time of the day for all the experiments. Moreover, the CTL shows a stronger and more consistent line pattern than the assimilation experiments, indicating stronger dependence on weather situation.

The diagonal patterns in Figure 6.11 (middle panel) for the CTL for e.g., runs 9 – 18 and valid times 14 – 23 are not clearly visible in the assimilation runs (Figure 6.11 top panel). Diagonal signals indicate a dependence on lead time; in this specific example the analysis (lead time 0) in the CTL has a different error behavior than the following lead times. Since that clear signal of diagonal line is only slightly visible in the assimilation runs, this indicates that in the assimilation experiments especially the error of the analysis was improved. At the same time, since the diagonal pattern in this example is not continuous, there is an impact of weather situation discernible as well.
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Figure 6.10: Break down of the wind speed error (model minus observation) as a function of data assimilation experiment (Run; x-axis) and lead time (y-axis) for the CTL (left) and experiments ALL (upper right), HALF (lower left), ROW1 (lower right) at M7. Every colored square represents the forecast error at a particular forecast hour. The black vertical lines separate the test cases from each other. Data void areas are left white.

The dependence on the weather situation can further be seen in Figure 6.11 (lower panel), which shows the absolute differences of errors (the errors of the assimilation experiments minus the error of the CTL). While the differences between the errors of the CTL and the assimilation experiments are mostly very low (blue color), 3 blocks of higher differences stand out: The red triangle shaped blocks during runs 15 – 24 and the squared greenish blue block during runs 25 – 29. Although the performance of the experiments compared to observations was not evaluated in this figure, it shows very well the impact of the assimilation in terms of difference to the CTL and indicates weather dependence once again. During case 2 and 3 the differences were most pronounced. During case 2 the CTL exhibited a negative bias during the night, which could be successfully decreased by the assimilation. The absolute error difference during case 3 is due to a positive model bias around noon, which was reduced by the assimilation to a negative bias.
Figure 6.11: Break down of the wind speed error (model minus observation) as a function of forecast run (x-axis) and valid time (y-axis) for experiments ALL (upper left), HALF (upper middle), ROW1 (upper right) and the CTL (middle) at M7. The differences of forecast errors of the experiments to the CTL are shown for experiments ALL (lower left), HALF (lower middle), ROW1 (lower right). The black vertical lines separate the test cases from each other. Data void areas are kept white.

6.1.6 Discussion

This section explores the aspects and benefits of the assimilation of wind farm data, i.e., nacelle winds and yaw angles, with the WRF Four-Dimensional Data Assimilation system. The challenges associated with these data including wake effects on downwind turbines and disturbances of the measurements caused by the rotor blades are discussed. The focus is on the evaluation of different thinning strategies of wind farm data. Results reveal that using the median wind speed of the whole wind farm performs best compared to the other thinning strategies, which included the median of the upwind turbine row, the median of the first two upwind turbine rows, and the median of the upwind half of the wind farm.

Adding wind farm observations to already existing data used operationally to improve the initial conditions of a NWP model has the potential to produce more accurate low level wind predictions for wind energy applications both downstream of the wind farm and on the wind
farm where data were assimilated. These results are relevant for the wind energy industry: Firstly, improving wind forecasts downstream of a wind farm is especially beneficial in areas with a high number of wind farms (e.g., the North Sea), where the assimilation of wind farm data from one farm has the potential to improve wind predictions for a nearby wind farm. Furthermore, since offshore wind farms are generally near the coast, assimilating their data has the potential to improve forecasts inland. Secondly, improving the accuracy of wind forecasts translates into a huge cost benefit for wind farm operators; since the power in the wind depends on the wind speed cubed, improved wind forecasts even for a short temporal scale and magnitude result in savings for Transmission System Operators and wind farm operators. Moreover, single poorly forecast events contribute heavily to the overall cost. In this study test cases were thus evaluated both separately, which gives an indication about the assimilation impact depending on weather situation, as well as through error metrics, which describe the overall assimilation impact and include outliers in their performance (i.e., RMSE, bias, CRMSE and rank correlation). The latter help assessing the overall benefit for wind energy applications, which was the aim in this study.

Initial computations of error metrics carried out with nacelle winds and wind measurements from M7 revealed that the median of the first two upwind turbine rows would have the lowest combined error metric. However, using the median wind speed of the whole wind farm performed best in the data assimilation experiments compared to the other thinning strategies. Since the model bias is positive, the most successful thinning strategy is the one that nudges the lowest wind speeds. The median of the whole wind farm was mostly lower than the other strategies and thus the most successful. This implies, that the best thinning strategy could be different when other NWP models are used or if the model behaviour at the location of interest is different from the one used in this study. Taking the median of the whole wind farm is very practical from an operational point of view, because it does not require a real-time pre-processing algorithm to detect which row or turbine is upwind. However, down regulations, maintainance periods, and outages will decrease data quality and will have to be considered when assimilating wind farm data operationally. Wind direction measurements were not sensitive to the results; yaw angles constitute thus a potential data set that can be used successfully in data assimilation. This has the advantage that wind farm data can be used without additional (and usually expensive) tower measurements.

Moreover, transmission system operators usually convert the average wind forecast at hub height to one power forecast for the whole wind farm. When this wind forecast was initialized by assimilating the median of all turbines, which encompasses both wake affected and non-affected wind speeds and is thus lower, more realistic power estimates can be expected. True power distributions within a wind farm are also driven by wake affected and non-affected wind speeds. This was also concluded in Cutler et al. (2011).

The assimilation impact lasted beyond 24 hours, which is far beyond the advection timescale. The impact beyond \( \sim 2 \) hours was mainly due to the additional assimilation of upper air MADIS data, whereas the assimilation of wind farm data showed skill in improving CRMSE and RMSE for the first \( \sim 2 \) free forecast hours, and in bias for up to 5 hours. This is within the timescale where the forecast improvement for wind energy applications is most valuable (Chapter 2). The improvement of all these metrics together implies that the positive impact of wind farm data assimilation was not solely due to their advection downwind, but due the ability of FDDA to add predictive skill to the raw forecast; moreover, the fact that M7 and Horns Rev are both within the radius of influence of the wind farm data assimilation contributed further to the improvement of these metrics.
Wind farm data were assimilated together with upper air MADIS data, because they constitute a standard set of measurements in current operational forecasting systems, and because more advanced data assimilation techniques require upper air observations for the data assimilation effect to stay in the system (section 4.2). Independent simulations assimilating wind farm data only into FDDA for another day and different weather situation showed similar results to the ones presented here: The impact of the assimilation lasted for 2 hours.

An improved CRMSE suggests a reduction of phase errors. The rank correlation was mostly improved for lead times beyond 13 hours, which was not due to the assimilation of wind farm data. The difference in thinning strategies is most significant for the first 5 lead times. The assimilation impact depends on the time of the day, the forecast lead time and the weather situation. Even though all the test cases occurred during similar weather situations with unstable atmospheric conditions influenced by low pressure systems (section 6.1.3, Figure 6.4), different assimilation effects were encountered. It is likely that the starting time of the simulations influenced the results as well. Due to the small sample size this effect was not quantifiable.

Most of the assimilation impact in the model domain is due to the additionally assimilated upper air observations. However, the additional impact of wind farm data is considerable. Figure 6.12 shows wind speed increments for the first free forecast hour of experiment ALL for four selected examples during different times of the day. The increments compared to the CTL are shown in the first column. The contribution of wind farm data in the assimilation process can be seen in the second column, which indicates that the biggest impact is not necessarily close to the wind farm but can be a few hundred kilometers away and depends on the case. In areas sensitive to the assimilation, employing different thinning techniques - shown here differences ALL minus ROW1 - triggers wind field differences throughout the domain (third column). This analysis clearly shows that the biggest impact of the assimilation is not necessarily by or downstream of the wind farm and explains assimilation impacts beyond the first few forecast lead times due to an impact across the whole model domain, that is not necessarily where data have been assimilated.

The restrictions for the case studies, although necessary for the conducted research, resulted in a limited number of cases and the results are thus likely to not be statistically significant. However, results are relevant for the wind energy community and show a clear trend. Thus, for future studies a setup is recommended that allows case studies that yield more statistically robust data. This will make it necessary to re-define the “first upwind row”, which is straightforward in regularly shaped wind farms, but gets more complicated when the wind is not coming directly perpendicular towards a regularly shaped wind farm edge. Moreover, wakes depend besides wind speeds, atmospheric stability and turbulence intensity on wind farm layouts and farm size. The best thinning strategies for irregularly shaped and bigger wind farms might therefore be different and will have to be re-assessed.

The methods and issues concerning the assimilation of wind farm data on the example of FDDA are valid for any other data assimilation system alike. The benefit of assimilating wind farm observations in these other systems will be addressed in the future. Likewise, the assimilation of observations in the boundary layer is a topic that still needs further research.

Since the field of wind energy is a commercial enterprise, wind farm operators are reluctant to provide their data. To assimilate wind farm data in an operational context, lobbying work will be necessary to make the data widely accessible. Hopefully this study is encouraging to
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Figure 6.12: Wind speed increments in m s\(^{-1}\) at the third model level (around 117 m agl) for experiments CTL minus ALL (first column), ALL minus MADIS (second column) and ALL - ROW1 (last column) for 29 May 12 UTC (first row), 19 July 22 UTC (second row), 26 August 17 UTC (third row) and 26 October 00 UTC (last row), which was the time of the first free forecast hour. The cross shows the location of Horns Rev and the wind barbs represent the wind from the CTL in column 1 and from experiment ALL in columns 2 and 3.

advance initial steps, and this rich new data set will be widely used in data assimilation in the future.
6.2 Qualitative assessment of the radius of influence

The FDDA system has not been tuned for the above study. In order to analyze models for their relative performance, tuning is not necessary and results will not be very different. However, for an analysis of the absolute performance of a data assimilation system, tuning will lead to improved forecast statistics. This section will thus qualitatively assess the impact of the radius of influence (section 4.1.1 and 4.1.2).

The weather situation plays a role on whether the assimilation impact is advected away or wiped out or stays in the system. The day of research for this assessment is the 24 June 2009. It is characterised by a high pressure system residing over Scandinavia. The center of the high was over the North Sea on the 24th. Denmark was constantly in the south of the center of the high with relatively light winds. Forcings were local which is advantageous for the data assimilation impact to stay in the system.

The experiments start assimilating data on the 24 June 2009 at 00 UTC, assimilating each hour for a period for 6 hours. After that the free forecast starts. The domain consisted of 3 nested domains similar to Figure 6.1, but additionally with a third domain with a grid spacing of 3.3 km. All the domains used 57 model levels, with 8 levels within the lowest 500 m. The lowest levels which are important for wind energy applications were located at approximately 12, 46, 96, 156 m.

Any assimilation is supposed to impact the original wind field horizontally and vertically. To which extent depends on the assimilation method (section 4.1.2) and other tuning parameters, one of which is the radius of influence of an observation. In flat terrain like the area around Horns Rev, increasing the radius of influence should have an impact that reaches further, which was confirmed in Figure 6.13. Wind speed increments are shown for the assimilation of nacelle winds for a radius of influence of a) 120 km, b) 80 km, c) 40 km and d) 20 km for 06 UTC, after 6 hours of nudging. The larger the radius of influence, the bigger the impact in the analysis. Note that the larger/smaller the impact near the wind farm, the smaller/larger the impact on the mainland of Denmark. This might be due to geostrophical balancing, which was more pronounced when the radius of influence was smaller. Note that 40 km was the radius of influence used in the assimilation experiments in section 6.1. Wind speed increments also differ with height and the assimilation of only one observation with different radii of influence shows differences up to 2400 m agl (Figure 6.14). Unfortunately no observations were available to verify the model runs up to this height. However, this qualitative assessment shows the sensitivity of observation weighting to model results.

6.3 Conclusions

This chapter presents a first assessment of the assimilation of wind farm data with relevant results for the wind energy industry: they show that nacelle winds and yaw angles from wind farms are a promising data set to improve wind predictions both downstream and on the wind farm where data were assimilated. This is especially beneficial in areas with a high number of wind farms (e.g., the North Sea), where the assimilation of wind farm data from one farm
has the potential to improve wind predictions for a nearby wind farm. Moreover, having additional data is beneficial in areas with low observational coverage. Furthermore, since offshore wind farms are generally near the coast, assimilating their data has the potential to improve forecasts inland (as could be confirmed by Figure 6.12). With more and more wind farms being built and wind farm observations becoming available, adding these to already existing data used operationally to improve the initial conditions of a NWP model will be promising for both wind energy predictions and weather predictions in general.

Results revealed that using the median wind speed of the whole wind farm performed best compared to the other thinning strategies tested in this study. It was further shown, that yaw angles constitute a potential data set that can be used successfully in data assimilation. This has the advantage that wind farm data can be used without additional (and usually expensive) tower measurements.

The methods and issues concerning the assimilation of wind farm data on the example of FDDA are valid for any other data assimilation system alike. However, how to assimilate observations in the boundary layer is a topic that still needs further research in more advanced data assimilation systems (section 4.2).
Figure 6.14: Wind speed increments as a function of height (x-axis) and time (y-axis) in m s\(^{-1}\) for the grid point closest to Horns Rev I for a radius of influence of (a) 120 km, (b) 80 km, (c) 40 km and (d) 20 km. Nacelle winds were nudged for 6 hours (until 24 June 06 UTC), then the free forecast starts.
The introduction of significant amounts of wind energy into power systems necessitates accurate wind forecasts at wind farm locations. Since the power in the wind is proportional to the wind speed cubed even small wind forecast errors result in large power prediction errors. In this context wind energy forecasting relates to forecasting wind speeds because it is the main quantity needed and commonly used to predict power output.

Accurate wind forecasts are worth billions of dollars annually; forecast improvements will result in reduced costs to consumers due to better integration of wind power into the power grid, and more efficient trading of wind power on energy markets. Additionally, improved wind forecasts will enhance the value and acceptance of wind power, increase the share of renewable energies in the power mix and as such help reduce dependence on fossil fuels. That will be to the benefit to all of us by mitigating the interference of fossil fuels with climate and environment.

The predictability of hub height winds has been examined with the WRF model. Although wind speeds at hub height are usually used to predict power output, it was shown that taking hub height winds only is not sufficient. Calculating the power output from hub height winds alone may result in erroneous estimates due to the vertical wind shear in the PBL. Therefore, a study was undertaken to analyze the results of numerical experiments with the WRF model using seven different PBL parameterizations regarding their performance in forecasting wind speeds for wind energy applications. The accuracy of modeled wind conditions in the PBL depends, among several modeling aspects, on the PBL scheme adopted. The ability of the PBL schemes to forecast the mean wind speed, its time variability and wind shear depends on atmospheric static stability. The MYJ parameterization performs best during stable and very stable atmospheric conditions and the ACM2 during neutral and near stable cases. The YSU scheme outperforms the others during unstable conditions.

The choice of PBL scheme for a forecasting system for a particular region will thus depend on the typical distribution of atmospheric stability conditions at the site. The results further signal that moving beyond the paradigm of 10 m and hub height wind verification alone is essential for wind energy applications. More truthful results can be expected for site
assessments or wind energy forecasts, when a NWP model is validated at different heights across the rotor area. This is important for wind energy applications, especially offshore where many of the new wind farms will be built, since shallow stable boundary layers occur frequently and can result in excessive shear. In fact, a novel aspect to this study is the presentation of a verification methodology that takes into account wind at different heights where turbines operate.

Improving the model’s initial conditions through data assimilation to yield more accurate wind predictions was also shown to be a crucial component of wind energy forecasting. With an increasing number of wind farms being built, a new and unique data set is becoming available as a beneficial addition to already existing data sets used in data assimilation: wind speeds measured on the nacelle of a wind turbine and the yaw angle, the turbines angle of rotation into the wind. A positive feedback loop can result from building additional wind farms: each additional wind farm’s observations can be assimilated to improve other wind forecasts.

Since the observations of nacelle winds on the individual wind turbines are not independent from each other and dealing with each turbine’s measurements separately makes the data handling challenging, thinning the data is desirable. A study of thinning approaches was undertaken to explore different thinning strategies and their impact on four-dimensional data assimilation concerning wind predictions at hub height for the wind farm Horns Rev I. Results revealed that using the median wind speed of the whole wind farm performed best compared to other thinning strategies. This is very practical from an operational point of view, since this strategy does not require a real-time pre-processing algorithm to detect which row or turbine is upwind. The new observations are of significant value in improving wind forecasts downstream and on the wind farm itself for the first five forecast hours. Since the value of an improved forecast is particularly high for a forecast horizon of up to a few hours, these results are very significant. Moreover, it was shown that the improvement of the forecasts was not solely due to the advection of the assimilation impact downstream, but due to the ability of FDDA to add predictive skill to the raw forecast. The assimilation impact depends on the time of the day, the forecast lead time and the weather situation. The results from this study are especially promising for areas with a high number of wind farms (e.g., the North Sea), where the assimilation of wind farm data from one farm has the potential to improve wind predictions for a nearby farm. Furthermore, since offshore wind farms are generally near the coast, assimilating their data has the potential to improve inland forecasts as well. This thesis is a first step towards the endeavour to allow wind farm data to be considered potential candidates in contributing to a rich data set in the PBL for data assimilation.
Chapter 8

Implications and Future Work

While this thesis has addressed limitations of wind energy forecasting with mesoscale models and techniques for improvement, it would be very desirable to end users that the results be incorporated into an operational framework. This would require that the NWP model be tuned to transmission system operations needs, and to the conditions at wind farm sites and the forecast variables of interest in order to improve the absolute forecast statistics.

In section 3.3 the focus was on simulating wind and its vertical structure using seven WRF PBL parameterizations. Analyses concerning model behavior in predicting eddy diffusivity, TKE, Prandtl number, mixing length, virtual potential temperature profiles and boundary layer heights can lead to more explanations on the different behavior of the schemes. This would be a suggestion for further studies and was partly conducted for the YSU, ACM2, MYJ, and QNSE PBL parameterizations in Shin and Hong (2011). Furthermore, since a PBL parameterization is not applied in isolation from the other settings of the model, interesting future work would be to explore other aspects of the model within the verification framework that is proposed in this paper. Evaluating the forecasts at different sites could lead to interesting results as well. A big shortcoming is the lack of tall measurement masts and the low availability of flux measurements at most sites.

Although the results in this thesis are derived from model simulations covering a brief period, they mirror the behavior of the model very well. Long term operational setups would lead to more statistically robust results. However, further shorter and less consistent results similar to those from Chapter 3 and Chapter 6 have shown that the conclusions are robust. For the assimilation of wind farm data, further studies about non-symmetrically shaped wind farms, different weather situations over a few months or on-shore wind farms are likely to indicate further relevant conclusions for wind energy predictions. It should be noted that the assimilation of observations from wind farms onshore or in complex terrain may lead to different results than the ones presented here for the offshore wind farm Horns Rev I.

When dealing with the assimilation of observations close to the surface, data assimilation quality control algorithms often reject data due to the mismatch of the model’s topography and the actual physical topography in the real world. This is mainly caused by the limited
resolution of a mesoscale model. Therefore, when dealing with wind farm data in complex terrain, topographical effects will also have to be addressed in addition to the disturbances caused by turbine rotors. This is also the case with tower data used for verification when wind observations are compared to winds based on a mesoscale model. A post-processing procedure based on WASP which is able to use output from several mesoscale models (KAMM, WRF, AROME) and to extend mesoscale model output to much finer resolutions could be used for these purposes (Badger et al., 2010).

Due to the lack of suitable tower or sodar/lidar measurements during the data assimilation experiments, the impact of the assimilation of wind farm data could not be studied within the range of a turbine height, i.e., 30 – 120 m AGL. For future studies it will be crucial to use the verification techniques in Chapter 3 that take different heights across the turbine rotor into account. This might reveal interesting insight into the impact of the assimilation of wind farm observations. Observations that cover the whole rotor area will have to be available for that purpose.

The verification of the data assimilation impact on other wind farms nearby, on their combined power output, and on the impact on bidding areas or geographical areas of transmission system operators will be relevant for future studies. This is due to the fact that the financial benefit is closely related to the combined power output of such an area. For such a study, a mechanism to convert wind forecasts to the power in a wind farm is required, which takes the wind distribution with height and wake effects into account. Due to the number of factors in energy consumption and market behavior, an estimate of the financial benefit of an improved forecast is very challenging if not impossible to calculate (Marquis et al., 2011). This information would yet be very valuable for day-to-day operations, long-term investment planning, policy-making and the overall acceptance of wind power.

The data assimilation experiments in this thesis were based on FDDA. For future studies of nacelle wind speeds and yaw angles in data assimilation systems other than FDDA it would be favorable to develop an observation operator which will account for the data quality issues associated with wind farm data and derive representative information. Developing an observation operator using power data directly is more challenging as discussed in section 5.5.

Exploring the benefit of wind farm data in advanced data assimilation techniques may increase the accuracy of wind forecasts for wind energy purposes and forecasts as a whole. Ensemble Kalman Filters are appealing in this case, because they provide flow-dependent error statistics and therefore are expected to produce an analysis with smaller errors than schemes employing fixed-error statistics (sections 4.1.3 and 4.2). As further elaborated in section 4.2, the important questions of how to most effectively assimilate PBL wind observations are still open. Since the accuracy of modeled wind conditions and wind profiles in the PBL depends, among several modeling aspects, on the PBL scheme adopted and differs under varying atmospheric stability conditions (Draxl et al. (2011b) and Chapter 3), accounting for atmospheric stability effects in data assimilation could be one way of addressing the issue. The EnKF has a strong dependence on the accuracy of the model, and in the PBL a significant portion of model error is due to uncertainties in PBL parameterizations (section 4.2). Future research regarding EnKF could thus be dealing with covariance inflation procedures, bias correction algorithms, stochastic approaches, or the use of multi-physics ensembles. One other reason why EnKF have issues in the PBL is due to sampling error. Localization is a means to ameliorate sampling error when small ensembles are used. Future
research could therefore be on the area of influence of an observation which should change with atmospheric stability. Questions to be addressed in an EnKF system could thus be: How should atmospheric stability be accounted for in ensemble data assimilation systems? How does atmospheric stability affect forecast error covariance? How should flow-dependent covariance localization in different atmospheric stability conditions be addressed? Such a study would contribute to the understanding of data assimilation in the PBL and results could be applied to the assimilation of surface observations in general. Moreover, such results have the potential to lead to improvements in the PBL/surface layer parameterizations in WRF and other numerical weather predictions systems.
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