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ABSTRACT

The vertical distribution of liquid water content (LWC) and its relationship with temperature (T) strongly
affect the heat budget of the atmosphere. Some large-scale models of the atmosphere use a relationship between
LWC and T to diagnostically obtain LWC from T under saturated conditions. Airborne observations conducted
within clouds over northeastern North America during the 1984-93 time period are used to study the relationship
between LWC and T. Observed frequency distributions of LWC are approximated by lognormal distribution
curves and are best represented by median values. The median LWC values monotonically increase with warmer
temperatures. However, the mean LWC reaches 0.23 g m=3 at about T = 2.5°C. LWC decreases below and
above 2.5°C, except that it reaches a maximum value of 0.26 g m=23 at 22.5°C. The relationship between LWC
and T from the present study is compared with that of earlier studies from the former Soviet Union. Differences
can be attributed to the design and limits of the probes, natural variability in the 35 years, and the limited dataset
for some temperature intervals. The LWC versus T relationship developed from observations in this study can

be compared with large-scale model simulations.

1. Introduction

Clouds formed by different physical and dynamical
processes, and with different aerosol characteristics,
play an important rolein climate change and the general
circulation of the atmosphere. Understanding the phys-
ical and dynamical structures of clouds is strongly de-
pendent on how well liquid water content (LWC) and
ice water content (IWC) profiles are known in the at-
mosphere.

Liquid water content is an important parameter that
influences the dynamical structure and radiative char-
acteristics of clouds (Gultepe and Rao 1993; Browning
1994; McFarlaneet al. 1992). Furthermore, itisacrucial
parameter that can be related to other parameters (i.e.,
radiative absorption, optical thickness) within GCMs
(Slingo and Schrecker 1982). Liou and Ou (1989) used
an LWC-temperature (T) relationship from Feigelson
(1978) for comparison with 1D climate model results.
Smith (1990), on the other hand, used a LWC-T rela-
tionship based on a quadratic spline. He stated that the
form of his relationship has no basis in observation and
theory. Based on model-derived T and using an adia-
batic assumption, LWC was estimated from thermo-
dynamic relations by Betts and Harshvardhan (1987).
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But there were no detailed observations other than Fei-
gelson (1978) for comparison to their study. Although
there are many field projects around the globe, thereis
no compl ete database that can be used for LWC analysis.

For thisreason, aircraft observationsfrom several Ca-
nadian field projects (1984-93) were used to charac-
terize the LWC-T relationship for northern latitudes.
These observations are compared with measurements
made in the former Soviet Union, which are widely used
by the modeling community.

2. LWC praobes

This paper describes measurements made using three
different LWC probes. The Canadian datawere obtained
using a King probe, while the studies from the former
Soviet Union used Zaitsev and Nevzorov probes. A brief
description of each device is given in this section.

The earlier probes measuring LWC (e.g., Johnson—
Williams probe) underestimate the mass of dropletswith
diameters greater than about 30 wm and have a poor
response to precipitation size drops (Knollenberg 1972).
Partly because of this, King et al. (1978, 1981) devel-
oped a hot-wire liquid water probe, which requires a
simple dry calibration and has a sensitivity of about
0.02 g m=2 with a response time of 0.05 s and an ac-
curacy of about 5% at 1 g m=3. King probe observations
can have large uncertainty when the droplet diameter is
greater than 50 um (King et al. 1981).

LWC measurements from aircraft in the former Soviet
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TaBLE 1. Field experiments used in the analysis. The entire dataset from the field projects lies between —30°C and 25°C.

Experiment Year Period Location [lat; long] T range [°C]
Syracuse 1984 17 Oct—14 Nov 43:04°N 76:11°W [—15; 15]
EMEFS | 1988 21 Jul-29 Aug 44:58°N 79:18°W [—10; 20]
EMEFS |1 1990 20 Mar—29 Apr 46:20°N 79:30°W [—10; 10]
CASP I 1992 15 Jan-15 Mar 47:35°N 52:40°W [—30; 5]
NARE 1993 6 Aug-8 Sep 43:50°N 65:30°W [0; 20]

Union have been described in many papers(e.g., Zaitsev
1950; Borovikov et al. 1963), which were obtained with
a Zaitsev probe that uses filter paper as the detection
medium. Mazin (1995) reports on measurements from
this device made from 31 aircraft sounding network
stations during the period of 1957—63. At temperatures
colder than 0°C, athreshold value LWC of 0.032 g m—3
was used, while at temperatures warmer than 0°C, the
threshold was 0.05 g m=2 (Borovikov et al. 1963). Fei-
gelson (1978) used these measurements, and his results
showed that the LWC values reported differ by =0.01
g m—2 from the values given by Mazin (1995). Because
of low ice water content values at about —40°C, this
difference can be important at cold temperatures.

The Nevzorov probe was developed in the 1970s.
This probe is based on a modification of the hot-wire
technique (Nevzorov 1980; Nevzorov and Shugaev
1992). The threshold of this probe is given as 0.003 g
m-3. It has a capability of measuring particles between
5 um and 8 mm (Mazin et al. 1992). The probe consists
of sensors that measure LWC and total condensate con-
tent (TCC), that is, water from both droplets and ice
particles. The uncertainty in the Nevzorov probe is not
larger than 10% (Nevzorov 1980; Mazin 1995). The
accuracy of this probe depends on knowledge about the
response characteristics and collision efficiencies. Based
on statistical processing of data, a correction factor for
the LWC is suggested by Mazin (1995) that rangesfrom
1 at temperatures warmer than 0°C to 1.3 at —35°C.

3. Observations

Observations from five field projects are used in this
study: the North Atlantic Regional Experiment (NARE),
the Canadian Atlantic Storm Program (CASP Il), the
Eulerian Model Evaluation Field Studies (EMEFS | and
I1), and the Syracuse field study. Cloud systems, which
were sampled almost randomly in location and time,
were composed of largely thin and thick stratiform
clouds. The maximum height of cloud top was usually
less than 7 km and the cloud base was usually greater
than a few hundred meters. Droplet number concentra-
tions within stratus clouds during the CASP Il and
NARE projects, which were conducted in eastern Can-
ada, indicate both continental and maritime type clouds.
The other projects sampled clouds in the middle of the
North American continent.

The approximate location, temperature range, cloud
type, and dates for each project are shown in Table 1.

The National Research Council of CanadaDHC-6, Twin
Otter, or Convair-580 aircraft were used to collect data.
Detailed information about observations during these
projects can be found elsewhere [NARE, Leaitch et al.
(1994); CASP |1, Cober et a. (1995); EMEFS | and I,
Isaac et al. (1992); and Syracuse, Gillani et al. (1995);
Isaac et al. (1990)].

Although there are several other observations from
the projects related to the microphysical, radiation, and
dynamical characteristics of these clouds, the main data
used for this study were LWC, T, and pressure (P). Ob-
servations averaged for 1 s are used. A reverse flow
probe was used to measure T, with an error of approx-
imately +1°C. A Paroscientific 215L probe or Rose-
mount 858 5-hole pressure probe measured P. As stated
above, the LWC was obtained using a PM'S King probe
that has uncertainty less than 0.02 g m=2 (King et al.
1978). During CASP 11, the data were removed from
the analysis if the PMS cloud droplet measuring probe
(FSSP) showed droplet number concentration (N,) less
than 10 cm-3. This cutoff limit helped remove mea
surements that could be contaminated by ice crystals.
Cober et al. (1995) have indicated that the King probe
LWC values can be contaminated up to 15% by ice
crystals. For other projects, the lower limit for N, was
chosen as 2 cm—3.

The field studies (Mazin 1995) used for comparisons
represent aircraft observations during 1) the period of
1957-63 (Borovikov et al. 1963; Feigelson 1978; Mat-
veev 1984), and 2) the period of 1978-84 (Nevzorov
1980; Ataman et al. 1992). During the former period,
LWC measurements from the Zaitsev probe werefiltered
and used if larger than 0.032 g m~3 at temperatures less
than 0°C, and 0.05 g m~2 at temperatures greater than
0°C (Borovikov et al. 1963). The Nevzorov probe de-
tection threshold for the later period was given as 0.003
g m~3. Observations used in the Mazin study represent
the entire territory of the former Soviet Union, and all
kinds of clouds are used in their analysis.

4. Analysis and results

Statistical and physical relationships between T and
LWC have been given in afew previous studies (Mazin
and Shmeter 1983; Feigelson 1978; Liou and Ou 1989;
Gultepe et al. 1996). For this study, LWC data are clas-
sified into 5°C temperature intervals between —30° and
25°C. Table 2 showsthe number of data pointsand mean
and standard deviation (sd) of P and LWC per temper-
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TABLE 2. Shows the number of points that fal into temperature
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intervals and mean and standard deviation (sd) of pressure and LWC.

T Range # of P/sd LWC/sd
[°C] Points [mb] [g m—
—30; —25 4503 526.3/92.3 0.044/0.035
—25, —20 2017 627.0/123.5 0.080/0.103
—20; —15 6617 720.9/132.1 0.074/0.071
—15; —10 18654 778.2/137.6 0.088/0.090
—-10; -5 29586 789.8/139.9 0.113/0.133
-5,0 63867 818.9/114.7 0.127/0.119
0;5 31674 816.4/113.0 0.228/0.328
5; 10 10461 802.4/87.3 0.194/0.184
10; 15 25409 865.6/67.7 0.205/0.165
15; 20 12175 931.2/55.4 0.167/0.148
20; 25 5418 941.9/38.6 0.262/0.157

VoLumE 10

TABLE 3. Percentiles of LWC distribution, median LWC (LWC,),
and standard deviation (o) of log(LWC). LWC is greater than 0.01

gm=s

T[°C]

Range 20% 80% 95% LWC,,  Giogumo
—25;,-30 0.014 0.065 0.13 0.037 0.344
—20; =25 0.02 0.10 0.27 0.043 0.410
—15;,-20 0.02 0.11 0.22 0.048 0.394
—10; -15 0.023 0.13 0.24 0.059 0.400

—-5; 10 0.028 0.18 0.27 0.07 0.430
0;5 0.03 0.195 0.31 0.08 0.428
50 0.05 0.22 0.38 0.12 0.454

10;5 0.045 0.25 0.40 0.15 0.445

15,10 0.043 0.27 0.46 0.13 0.458

20; 15 0.06 0.23 0.46 0.17 0.426

25,20 0.12 0.35 0.53 0.20 0.303

atureinterval. The frequency of LWC occurrencewithin
a 5°C temperature interval range is approximated by
distribution curves. The median and various percentile
values of LWC are estimated from the cumulative fre-
quency distribution. In addition to the LWC-T rela
tionship, a relationship among LWC, T, and P is also
derived, because the profile of LWC as a function of T
and P can be obtained from the general circul ation mod-
els.

Figure 1 shows the cumulative frequency values of
LWC > 0.01 g m=2 for each temperature range or bin
of Table 2. In calculations for each temperature bin,
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measurements of log(LWC) are binned into 30 intervals
of width 0.1 spanning liquid water contents between
102 g m=2and 1 g m=3 The lines from light to dark
correspond from cold to warm. The symbols repre-
senting T intervals are shown in the inner panel. Se-
lected percentiles and median values of LWC, and stan-
dard deviation (o) obtained are shown in Table 3.

The relationship between the mean LWC (LWC) and
T is shown in Fig. 2. The second-order polynomial fits
to datais shown with the dash—dot line, and its equation
isgivenin Table4 [Eqg. (1)]. Anincreasein LWC around
0°C might result from melting processes.

Other curve fits are shown in Table 4. Equation (2)
shows the relationship between mean LWC, T and P,
Egs. (3) and (4) show linear regressions of LWC-T and
median LWC (LWC,)-T with LWC being in units of g
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Fic. 1. The cumulative frequency distribution of LWC for T in-
tervals. The symbols representing temperature intervals are shown
in the inner panel. The lines from light to dark correspond to cold
to warm. The LWC is greater than 0.01 g m=3.
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FiG. 2. Mean LWC versus T. The dash—dot line represents the sec-
ond power polynomial fit (Table 4).
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TABLE 4. Relationships obtained from observations. Here, LWC, T, and pressure (P) have the units of g m=3, °C, and mb, respectively,
except for Eq. (5) where LWC isin g kg=*. Here, R shows the correlation coefficient. Subscript m indicates median values.

Relationship R Eq.
log(LWC) = —1.24942e—05T2 + 0.00384298T + 0.156445 — 1
log(LWC) = —1.076 + 0.01171T + 0.0002625P 0.86 2
log(LWC) = —0.8646 + 0.01359T 0.93 3
log(LWC,) = —1.02430 + 0.01568T 0.98 4
log(LWC,) = —0.48911 + 0.01344T 0.96 5

m-3. The analysis was also repeated converting LWC
into units of g kg%, and Eq. (5) of Table 4 shows the
resulting relationship. A 2%—-13% error in LWC occurs
when a constant pressure value is assumed in Eg. (2)
of Table 4.

Cumulative values of LWC occurrence [F(W)] as a
function of a normalized variable t [log(LWC) —
log(LWC,)/a] for each T interval are shown in Fig. 3
where observations are found between the dashed and
fitted lines. The best fit curves are drawn assuming a
lognormal distribution with specified median and stan-
dard deviation values. As seen in Fig. 3, that large un-
certainty occurs in the lower and higher probability val-
ues. Standard deviation (o) is obtained from log(LWC)
values at each temperature interval. The difference be-
tween the distribution curves and the observations be-
come important at the lower limits of LWC for each T
interval. The higher correlation coefficient using median
values in comparison to arithmetic averages (see Table
4) shows the value of the lognormal approximation sug-
gested by Mazin (1995).

The 20%, 50%, 80%, and 95% percentile values of
the LWC cumulative distribution curves are shown in
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Fic. 3. The normalized cumulative frequency distribution line,
which is obtained by using equations given in Table 4. Dashed lines
areouter limitsfor the observations. Solid linesarefor each T interval
given in Table 2.

Fig. 4. The solid circles represent the median values at
a given T interval and the dashed line is the best fit
represented by Eq. (4) (Table 4). The values of LWC
in Fig. 4 increase with increasing temperature and per-
centile values. The increase in LWC seen near 0°C in
Fig. 2 is not evident in Fig. 4.

5. Discussion

The present study contains 211 000 data points, each
representing 1 s (0.07-0.10 km of pathlength). As men-
tioned before, the Mazin (1995) study consisted of two
periods. The first period (1960s) covers 20 000 data
points, approximately, and these data were also used by
Feigelson (1978). The second period contains 145 000
data points with each averaged over a 5-sinterval (0.6—
0.7 km pathlength). The Moss and Johnson (1993) study
used about 10 000 data points, each representing 1 s
(about 0.1 km pathlength). Consequently, the present
study is one of the largest datasets analyzed. The results
of the present study also represent a larger extended
time period (9 years vs 6 years) and, as Fig. 5 shows,
document LWC values at warmer temperatures than be-
fore.

Scale length is an important issue. Table 5 shows the
NARE data analyzed using 1-s, 50-s, and 500-s aver-
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Fic. 4. LWC vs T for given percentile values. Filled circles are for
median values and dashed line is for best fit to data.
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FiG. 5. Profiles of mean LWC: the line with black triangles is from
Feigelson (1978), the line with filled triangles from Mazin (1995), and
the line with blank circles from Canadian observations. The bars in-
dicate the standard deviation for the Canadian observations (Table 2).

aging intervals. This corresponds to scale lengths of 75
m, 3.8 km, and 38 km. Average values less than 0.01
g m~2 were removed from the analysis. The data were
then put into temperature bins in a similar manner to
the analysis performed for Table 2. Table 5 clearly
shows decreasing values with increasing averaging in-
terval. The LWC threshold value of 0.01 g m=3 will
regject more individual averages from the longer aver-
aging intervals. In addition, since clouds are often
patchy, the longer averaging interval s contain cloud-free
periods, which artificially reduces LWC. This helps ex-
plain some of the differences seenin Table 5, but it also
indicates that selection of an averaging interval is not
a simple task. Because the data are put into 5°C bins
before averages are obtained, it would be difficult to
assign an actual scale length to the results of Table 4.
It is aso not obvious how data should be analyzed to
make them more useful for comparison to large-scale
models, which use grid lengths usually greater than 50
km. Certainly, Cotton et al. (1995) have recognized this
scale problem and the challenge it represents.

Figure 5 shows the mean LWC versus temperature
profilesfrom the Canadian, Mazin (1995), and Feigelson
(1978) observations. In this figure, mean LWC values
of the present study increase from 0.04 g m=3 at
—27.5°C t0 0.23 g m=2 at 2.5°C. Then, LWC starts to
decrease until T reaches 17.5°C. At the lowest altitude,
the maximum LWC of 0.26 g m=2 is found at about
22.5°C. Mean LWC values at 22.5°C were not available
from other studies. In that respect, the maximum value
at the highest T can be explained only by limited and
biased observations with respect to time and location.
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TABLE 5. Mean and standard deviation of 1-s, 50-s, and 500-s
averaged LWC data for 5°C T intervals during NARE. The final
column indicates the number of 1-s values used.

LWCYsd LWC>/sd LWC/sd # of
T[°C] [gm (gm™ [gm points
0-5 0.046/0.063  0.068/0.087  0.020/0.001 258
510 0.176/0.194 0.100/0.117 0.079/0.074 1962
10-15  0.189/0.105 0.167/0.110  0.126/0.089 12680
1520  0.139/0.114 0.105/0.104 0.060/0.061 8339
2025 0.261/0.157 0.253/0.152  0.214/0.080 5345
mean/sd 0.16/0.13 0.14/0.11 0.10/0.06

It can be seen from Table 1 that most of the LWC values
at that temperature come from the NARE project, which
represents clouds over ocean. Therefore, mean LWC at
the lowest altitude (Table 2) may include a large un-
certainty.

The values of the Mazin study using 1980s data are
significantly smaller than the Feigelson study, which
used 1960s data (Fig. 5). On the other hand, the present
values are comparably larger than the Mazin study, es-
pecialy at colder temperatures. The Mazin dataincludes
the sum of ice and liquid observations together. At
colder temperatures, there is probably more ice than
liquid present in the clouds. Consequently, if the Mazin
data were changed to remove the measurements in
which ice crystals were present, the differences between
his values and the present values at colder temperatures
would probably change, although the magnitude or di-
rection of that change is difficult to assess.

The detection limits for each of the datasets also play
an important role in the LWC-T relationship and help
explain some of the differences seen in Fig. 5. The
Feigelson data tend to be larger than the present ob-
servations, and our observations are greater than those
of Mazin, which follows the differences in detection
limits of 0.032 g m=3, 0.01 g m=3, and 0.003 g m~3,
respectively. Mazin stressed the importance of the de-
tection limits in any comparison of datasets, and this
study provides support to his arguments.

Thereisalso no intercomparison or similar calibration
of the Zaitsev, Nevzorov, and King probes, which would
have been very useful and might have helped explain
the differences seen in Fig. 5. Another reason for the
difference between the results is likely due to natural
variability of clouds over a 30-yr time period.

Two earlier studies (Smith 1990; Moss and Johnson
1994) stated that no liquid water content was found for
T < —15°C. Thisisacontradiction to the data presented
here. LWC in the present study is found between —30°
C < T < —25°C in 4500 samples. Mateev (1984) and
Heymsfield (1993) aso found liquid water at T <
—15°C.

The ratio of LWC versus TCC, f,, is a significant
parameter for GCM applications. Table 6 shows the f,
from different studies. A simple approach to separate
liquid from ice is given by Smith (1990). His equations
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TABLE 6. The parameterized equations used in climate models. The third column indicates the temperature where no LWC is present.
Note that number of data points N, used for obtaining each equation is less than that of present study.

100%

Author Equation icing at T range Based on ~N,
Smith (1990) f, = VU6[(T + 15)/5]2 -15 —15:-5 — —
Smith (1990) f, =1 — (U3)[T/5)? — -5:0 — —
Moss and Johnson (1994) f, = 0.095T + 0.86 -10 -10:5 1993 data 10000
Rockel et al. (1991) f, = 0.0059 + 0.9941g 0003102 —45 —50:0 1960 data 20000
Sun (1995) f, = 0.0059 + 0.8784g-0005457™ -55 —50:0 1960 data 20000

do not have much physical basis, because many obser-
vationsindicated that LWC can befound at temperatures
close to —40°C. This result is also indicated by the
present study.

For mixed phase clouds, a relationship based on a
2D-C probe measurements from aircraft is given by
Moss and Johnson (1994). The upper temperature limit
for their equation is about —10°C, below which clouds
becometotally glaciated. Ice crystalswith sizeslessthan
125 um were not included in their study. Based on the
Matveev (1984) study, which used 1960s aircraft ob-
servations in the former Soviet Union, mixed phase
clouds can exist in alarge temperature range. Hisresults
are based on the frequency of cloud phase appearance,
and are totally different than the studies of Moss and
Johnson, and Smith.

Using Matveev's data, Rockel et al. (1991) suggested
an equation given in Table 6. Sun (1995) reconsidered
Matveev's results as shown by Rockel et a. and his
results are based on LWC fraction of TCC rather than
frequency. This equation is valid for T less than 0°C.
Completeicing occursat T = —45°Cand T = —55°C
for the Rockel et al. (1991) and Sun (1995) studies,
respectively. The most important problem with the
Rockel et al. and Sun studies is that they used 1960s
data with a detection limit up to 0.05 g m=3. Also, the
instruments used to collect the data in the 1960s were
not calibrated with up-to-date standards, and they have
not been compared with present instruments. Filtering
data at about 0.05 g m=2 probably represents the most
important error source.

Datafrom Heymsfield (1993), who obtained ice water
content (IWC) observations from clouds over Wiscon-
sin, and the present observations can be qualitatively
compared to the values of f, given in Table 6. Datafrom
the Heymsfield study and the present one represent sim-
ilar large-scale characteristics of the atmosphere and
geographical location. The Canadian datawere collected
in low-level clouds, while Heymsfield studied cirrus
clouds. Comparisons of these datasets, and other earlier
studies, suggest that f, cannot be zero at temperatures
near —10 to —15°C. Further work will be required to
guantify the f, relationship with temperature.

6. Conclusions

This study used a large dataset from field projects,
which took place over Canada and the USA during the

period of 1984-93. Each field experiment was made for
the study of various physical, chemical, dynamical, and
radiative processes occurring within the cloud or the
cloud-free environment. Because of the interest of cli-
mate/weather modelers regarding the LWC distribution
in the vertical within clouds, the observations were an-
alyzed to obtain an LWC-T relationship. For each tem-
perature interval, LWC frequency values were approx-
imated by alognormal distribution curve. Thisindicated
the mode of the distribution would be best represented
by the median value, rather than an arithmetic average.
Figure 4 shows the best summary of this data.

The LWC profile from model results of Liou and Ou
(1989) were found to be much closer to the result of
this study compared to Feigelson (1978). The present
study indicates an overestimation of LWC with a max-
imum about 0.1 g m=2 in his work. This difference is
likely due to the threshold value used in the LWC cal-
culation rather than cloud type. Convective clouds in-
cluded in his work represent only 2% of all the clouds.
In addition, McFarlane et al. (1992) used the Betts and
Harshvardhan (1987) study and Feigelson (1978) data
for specifying LWC distributionsin their cloud scheme.
The Betts and Harshvardhan (1987) study uses an ad-
iabatic assumption. However, the Canadian observa-
tions, and those of many others, indicated that cloud
LWC rarely approaches adiabatic values. It is obvious
that better estimates of LWC in climate models require
improved comparisons with observations.

Satellite data from SSM/I sensors obtain vertically
integrated LWC amounts that can be used for compar-
isons with models (Greenwald et al. 1995). These sen-
sors provide global coverage but lack resolution in the
vertical. However, very few studies have actually com-
pared the data from these sensors to in situ measure-
ments obtained from aircraft (e.g., Cober et al. 1996).
It would be preferable to combine data from aircraft,
ground based sensors such as microwave radiometers,
and satellite systems to obtain datasets for comparison
with models.

The data used in this study showed alarge variability
in LWC versus T. The data best represent conditions
over northeastern North America. Also, the former So-
viet Union observations do not represent conditions for
the entire world. For these reasons, archived data from
other parts of the world should be integrated together
to get a more accurate LWC-T relationship. Because of
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the lack of information on the ice phase, more mea-
surements are also required to better evaluate the f, ver-
sus T relationship. This information is crucia for the
development and evaluation of climate and weather
forecasting models.
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