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Water Vapor Continuum Absorption
in the Microwave
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Abstract—The accurate modeling of continuum absorption is
crucial for the so-called window regions of the spectrum, the
relatively transparent regions between lines. The window regions
in the microwave are of critical importance for Earth remote
sensing and data assimilation. Presented in this paper is an eval-
uation of the widely used Mlawer, Tobin, Clough, Kneizys, and
Davis (MT_CKD) water vapor continuum model in the microwave
region, performed using measurements from ground-based ra-
diometers operated by the Department of Energy’s Atmospheric
Radiation Measurement Program at sites in Oklahoma, USA,
and the Black Forest, Germany. The radiometers used were the
Radiometrics 23.8/31.4-GHz microwave radiometers (MWRs), the
Radiometer Physics GmbH 90/150-GHz MWR at high frequencies
(MWRHF), and the Radiometrics 183 GHz G-band vapor ra-
diometer profiler (GVRP). Radiometer measurements were com-
pared with brightness temperatures calculated using radiosonde
temperature and humidity profiles input to the monochromatic
radiative transfer model (MonoRTM), which uses the MT_CKD
continuum model. Measurements at 23.8 GHz were used to correct
for biases in the total precipitable water vapor (PWV) from the
radiosondes. The long-term 31.4 GHz data set, with a range of
PWV values spanning from 0.15 to 5 cm, allowed the separation
of uncertainties in the self- and foreign-broadened components
of the water vapor continuum. The MT_CKD model has been
updated in the microwave region to provide improved agreement
with the measurements. MonoRTM has been updated accordingly.
The results for the different instruments and frequencies were
consistent, providing high confidence in the continuum updates.
The estimated uncertainties on the updated continuum coefficients
in MT_CKD are 4% on the foreign-broadened water vapor con-
tinuum and 4% on the self-broadened water vapor continuum.

Index Terms—Microwave propagation, microwave radiometry,
passive microwave remote sensing.

I. INTRODUCTION

W ELL-CALIBRATED microwave radiometers (MWRs)
(satellite and ground based) have enabled measure-

ments of long time series of geophysical parameters that are
important for short-term weather forecasting and for studying
the global hydrologic cycle, the Earth’s radiation budget and
climate. In order to correctly interpret the radiometer measure-
ments in terms of geophysical parameters (atmospheric temper-
ature and water vapor as well as surface and cloud parameters),
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the accurate modeling of atmospheric gaseous absorption is the
key. Currently, the limiting factor on the accuracy of the mod-
eling of microwave gaseous absorption using radiative transfer
models is our knowledge of the associated spectroscopy (line
parameters, line shape, and continuum).

The accurate modeling of continuum absorption is crucial
for the so-called window regions of the spectrum, the rela-
tively transparent regions between lines. The window regions
in the microwave, particularly above 19 GHz, are of critical
importance for Earth remote sensing and data assimilation,
providing measurements for the determination of the liquid
water path (LWP) [42] and near-surface wind speed over oceans
as well as the characterization of sea ice and land surfaces (e.g.,
snow) from satellites. The window regions are also important
for the measurement of the LWP from the ground [20]. The
accurate modeling of the continuum absorption is particularly
important in the measurement of the LWP for clouds with low
water optical depths, due to the relatively large contribution
of the continuum to the total optical depth. These “thin” liq-
uid water clouds play an important role in the determination
of the radiative energy balance of the Earth (see, e.g., [36],
[37], and references therein) and exhibit extensive coverage
of the globe. For example, a study of the distribution of the
LWP at a continental midlatitude site showed that 50% of
the liquid water clouds over that site have a LWP less than
100 g · m−2 [22].

Molecules with a significant continuum in the microwave
region include water vapor, nitrogen, and oxygen. Of these,
the water vapor continuum is subject to the largest uncertainty.
Laboratory measurements of the water vapor continuum are
made difficult by the long path lengths required with con-
ventional spectroscopic techniques or by the complexities en-
countered with methods of high sensitivity. From a theoretical
point of view, the continuum has posed a relatively complex
problem [3]. The Mlawer, Tobin, Clough, Kneizys, and Davis
(MT_CKD) continuum model (see Section II-B) was developed
to exploit the available theoretical and experimental informa-
tion. It is a semiempirical model, constrained by the known
physics, with the same line shape used for all spectral regions
from the microwave to the ultraviolet while also constrained by
laboratory and field measurements.

Given an underlying model of the continuum (such as that
provided by the MT_CKD formulation) and reasonable esti-
mates from laboratory measurements, ground-based radiometer
measurements provide a critical means for validating and refin-
ing values of the continuum coefficients. Although there may
be difficulties associated with adequately characterizing the at-
mospheric path and with accurate stable instrument calibration,
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atmospheric measurements can provide the long path lengths
necessary for the assessment of water vapor continuum ab-
sorption. Ground-based measurements, viewing the atmosphere
against a background of cold space, are not subject to the
difficulties in the characterization of surface emissivity associ-
ated with space-based measurements. In addition, ground-based
measurements offer the opportunities for a range of coincident
measurements for the characterization of the atmospheric state,
provide the advantage of better temporal and spatial colocation
with in situ profile measurements (from radiosondes), and
minimize the issues of representativeness, since the field of
view of the ground-based instruments covers a relatively small
area over the altitude range over which most of the water vapor
is concentrated.

In this paper, measurements from ground-based radiometers
situated at two Atmospheric Radiation Measurement (ARM)
Program sites are used in conjunction with radiosonde profiles
and a radiative transfer model to assess the current capability in
modeling the water vapor continuum absorption, to determine
values for the self- and foreign-broadened water vapor continua
that are most consistent with the radiometric measurements,
and to provide a realistic estimate of the uncertainty associated
with these values.

Section II provides a background on the “monochromatic
radiative transfer model” (MonoRTM) and the MT_CKD con-
tinuum model used in this paper. Section III describes the data
sets, the approach used, and the results obtained in determin-
ing the continuum coefficients that best fit the available data.
Section IV provides some discussion of the implications of the
results, while Section V provides a summary of this paper and
some concluding remarks.

II. MODEL DESCRIPTION AND BACKGROUND

A. MonoRTM

The radiative transfer model used in this paper is MonoRTM,
developed and distributed by Atmospheric and Environmen-
tal Research, Inc. The model is publicly available and may
be downloaded from http://rtweb.aer.com. MonoRTM was de-
signed to process one or a number of monochromatic fre-
quencies. Although the model was initially developed for use
in the microwave region, MonoRTM versions numbered v4.0
onward may be used at any frequency from the microwave
to the ultraviolet. MonoRTM is based on the same physics as
that of the well-known Line-By-Line Radiative Transfer Model
(LBLRTM) [6], [32]. MonoRTM may be used to calculate
the radiances associated with the atmospheric absorption by
molecules in all spectral regions and with the cloud liquid water
in the microwave.

Spectral line parameters are based on HITRAN 2004 with a
few selected exceptions, namely, the parameters for the oxygen
lines and for the four strong water vapor lines at 22, 183, 325,
and 380 GHz. The oxygen line widths and line coupling coef-
ficients are from [33] and have been validated using ground-
based radiometers [8], [9]. The line strengths for the 22- and
183-GHz water vapor lines are based on an analysis of the
Stark-effect measurements described in [7]. The air-broadened
half width for the 22-GHz water vapor line is from [26], while

the half widths of the 183- and 325-GHz lines are from a
calculation by R. R. Gamache (described in [26]). The self-
broadened half width of the 325-GHz line is from [15]. Both
the air- and self-broadened half widths of the 380-GHz line
are from [15]. The temperature dependences of the half widths
and the pressure shifts for these four water lines are from
Gamache’s calculations (described in [26]). MonoRTM has
been extensively validated using ground-based measurements
from the Department of Energy’s ARM Program [6], [8], [9],
[11], [26].

For each monochromatic calculation in MonoRTM, the
local line contribution is calculated for each line within
+/− 25 cm−1 from the chosen frequency. Contributions out-
side +/− 25 cm−1 are accounted for by the MT_CKD contin-
uum (see Section II-B); thus, the continuum and the details of
the line-by-line calculation are inextricably related.

Fig. 1 shows the contributions of different atmospheric con-
stituents in the microwave region, calculated using MonoRTM,
for a U.S. Standard Atmosphere (where the precipitable water
vapor (PWV) is 1.4 cm). The main features in the spectrum
are the water vapor lines at 22, 183, 325, and 380 GHz, the
60-GHz oxygen band, and the 118-GHz oxygen line. (There
are also a number of strong oxygen lines around 0 GHz that
do not contribute strongly to the optical depth due to the small
magnitude of the radiation field there.) Contributions from the
lines of other molecules, such as ozone and nitrous oxide,
are very small in comparison but can be nonnegligible for
extremely dry atmospheres.

B. MT_CKD Continuum

MonoRTM uses the MT_CKD continuum model. The
MT_CKD continuum [6], a successor to the Clough, Kneizys,
and Davis continuum model [2], [3], is widely used within
the radiative transfer modeling community. The original CKD
model, CKD 0 [2], [3], was developed on the premise of a
single line shape associated with each water vapor monomer
absorption line for foreign broadening and a second line shape
for the self-broadening. Each of these line shapes required
absorption in excess of that provided by the Lorentz line shape
in the intermediate wing region, within ∼100 cm−1 of the line
center, in order to provide agreement with the measurements
within various water vapor bands. The details of the line
shape formulation for the allowed line contribution and the
rationale for the choice of this formulation can be found in
[3]. A key feature of this formulation is the clear separation of
the radiation field term from the symmetrized power spectral
density function [39]. The spectral density function has the
same form across all spectral regions, and the main differences
between regions arise from the form of the radiation field.
The continuum absorption is then defined by excluding from
the power spectral density function the spectral components
associated with the local line contribution (defined for each line
within +/− 25 cm−1 from the central frequency.)

Over time, a significant modification to this approach was
implemented for two important reasons: 1) More degrees of
freedom were required to fit the data than were available in the
original line shape, and 2) the super-Lorentzian line shape in
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Fig. 1. Optical depth contributions from a MonoRTM calculation using the U.S. Standard Atmosphere. (a) Contributions from the power spectral density function
and the radiation term. (b) Optical depth contributions from different absorbers.

TABLE I
VERSION NUMBERS AND RELEASE DATES OF THE MONORTM VERSIONS DISCUSSED IN THIS PAPER,

WITH ASSOCIATED CONTINUUM VERSION NUMBERS

the intermediate wing region was not supported by any known
physics. To address these two issues, a collision-induced com-
ponent to the continuum was developed to provide the excess
absorption observed in the central region of the vibrational
bands. The continuum behavior in between water vapor bands,
known from measurements to be less than that associated with
the far wing behavior of the Lorentz line shape, is provided by
a second line shape applied to each allowed water vapor line.
These two components, from collision-induced and allowed
transitions, are both present in the MT_CKD formulation of the
foreign as well as the self-broadened continuum and provide the
additional degrees of freedom necessary to fit the observations.
The primary impetus for this revision was to restore the con-
sistency between the formulation and the improved measured
continuum values. The resulting updated model has now been
publicly available for a number of years [6]. Table I shows
the continuum versions associated with the MonoRTM versions
discussed in this paper.

The MT_CKD continuum model is semiempirical, fitted
using a range of laboratory and atmospheric measurements
while constrained by the known physics. Consistent line shapes
are used for all lines from the microwave to the ultraviolet,
ensuring that the underlying physics is consistent across the
spectral regions. Consistency between the spectral regions is
a key consideration for a number of fields, for example, in the
assimilation of a range of satellite radiances in the context of
numerical weather prediction.

Fig. 2 shows the continuum coefficients at 296 K as a
function of frequency. As stated earlier, the radiation term
(with its temperature dependence) is removed for the definition
of the continuum used here. Once the continuum coefficient
has been defined in this way, empirical evidence indicates
that the temperature dependence of the foreign continuum is
small but that there is a need to account for the temperature
dependence of the self-broadened continuum. The ratio of the
self-coefficient at 296 K to that at 260 K at zero frequency
is around 0.62. The variation of the temperature dependence
with frequency is negligible over the spectral range shown in
Fig. 2. The continuum coefficients are stored every 10 cm−1

(approximately every 300 GHz). It is clear from Fig. 2 that, in
this formulation, the continuum does not show strong spectral
variation. The original CKD continuum was constrained to fit
the experimental data of Burch [1], and the values of the power
spectral density function at zero frequency were originally
based on the available laboratory measurements. However, over
the years, the values of the spectral density function for the
self-broadened continuum in the microwave region, including
at zero frequency, have been subject to adjustments (see Fig. 2)
as new measurements became available both in the microwave
and in other spectral regions. While the value of the power
spectral density function for the foreign-broadened continuum
at zero frequency had remained unchanged from CKD 0 until
this work, small adjustments to the foreign continuum in the
microwave region have occurred over time.
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Fig. 2. Continuum coefficients at 296 K as a function of frequency for the
foreign- and self-broadened water vapor continua, showing past and current
versions of the continuum in the microwave region and beyond. (Note that there
were no changes between MT_CKD v1.0 and MT_CKD v2.1 in this frequency
range.) Moreover, marked with vertical dotted lines are the frequencies of the
instrument channels used for continuum validation in this paper.

New constraints on the foreign- and self-broadened water
vapor continua for this paper are provided by the ground-based
microwave measurements of downwelling atmospheric radia-
tion from 30 to 170 GHz (0 to 5.7 cm−1). At higher frequencies,
the next spectral region where such ground-based measure-
ments in regions with sufficient transparency for continuum
validation have been available is the far infrared (IR) [12], [31].
New results from the second phase of the Radiative Heating in
Underexplored Bands Campaign (RHUBC) [34] are expected
to extend such measurements down to ∼200 cm−1 in the far IR,
as well as provide measurements in the terahertz and microwave
regions, which will lead to valuable additional constraints on
the MT_CKD continuum formulation in the future.

III. MONORTM AND THE MT_CKD CONTINUUM IN THE

CONTEXT OF OTHER MODELS

The goal of this paper was to assess and improve the knowl-
edge of the water vapor continuum in the microwave region.

Resulting updates have been implemented in the MT_CKD
continuum model and, therefore, in MonoRTM. A range of
different microwave radiative transfer models is in use within
the community, and there are a large number of studies in the
literature dealing with comparisons between different models
as well as between models and data [14], [22], [24], [43]. This
paper is not intended to be a model comparison paper. However,
for reference, we present comparisons between MonoRTM
and the widely used Rosenkranz microwave radiative transfer
model [29], [30]. The Rosenkranz model has heritage in the
Liebe microwave propagation model (MPM) [16], [17] but has
been maintained and updated in recent years. The water vapor
continuum in the Rosenkranz model is a combination of the
components of the continua in the 1987 and 1993 versions of
the Liebe MPM, although some other aspects of the model
(such as the number of molecules and absorption lines) have
been updated in recent years. The version of the Rosenkranz
model shown in this paper is the one described in [29].

MonoRTM and the Rosenkranz model are formulated differ-
ently and use different spectroscopic line parameters as well
as different continuum models. For the purposes of this paper,
the most significant differences between them are the water
vapor continuum and the value used for the 22-GHz line width.
MonoRTM uses the value described in [26] for the 22-GHz
line width, while the Rosenkranz model uses a higher value
from [18]. A more detailed discussion of width values in the
literature can be found in [26]. The focus of this paper is on
the water vapor continuum. In the analysis that follows, the
parts of the optical depth contribution labeled within the models
as water vapor continuum absorption have been compared. It
is very important to note that the continuum and the details
of the line-by-line calculation in any model are inextricably
related.

Fig. 3 shows the ratios of the optical depth due to different
formulations of the foreign- and self-broadened water vapor
continua relative to MT_CKD v2.1 (MonoRTM v4.0). The
optical depth calculations were performed for a single layer at a
uniform temperature. Note that the differences between contin-
uum formulations may be dependent on both the frequency and
temperature. For example, Fig. 3 demonstrates the difference in
the temperature dependence for the self-broadened water vapor
continuum between MT_CKD, the Rosenkranz model, and the
model used by Remote Sensing Systems (RSS), an empirically
adjusted version of the Rosenkranz model used in the Ad-
vanced Microwave Scanning Radiometer (AMSR) algorithm
[23], [41]. The temperature dependence of the self-broadened
continuum in the MT_CKD is empirically determined using
laboratory measurements as constraints.

IV. ASSESSMENT OF CONTINUUM UNCERTAINTY

In this paper, measurements from ground-based radiometers
situated at two ARM Program sites are used in conjunction with
radiosonde temperature and humidity profiles and a radiative
transfer model to assess the current capability in modeling the
water vapor continuum absorption, to determine values for the
self- and foreign-broadened water vapor continua that are most
consistent with the radiometric measurements, and to provide
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Fig. 3. Ratios (XFRG and XSLF) of optical depth due to different formula-
tions of the (a) foreign- and (b) self-broadened water vapor continua, relative
to the MT_CKD v2.1 continuum (MonoRTM v4.0). Optical depth calculations
were performed for a single layer at a uniform temperature. (The RSS model
is an empirical adjustment to the Rosenkranz model, derived from satellite
channels in the frequency interval of 7–90 GHz.) The solid lines show the
ratios of the continuum optical depths at 296 K. The dotted lines in (b)
show the ratio at 240 K in order to demonstrate the effect of the different
temperature dependence of the self-broadened continuum in the Rosenkranz
model compared to that in the MT_CKD formulation.

a realistic estimate of the uncertainty associated with these
values.

Since, in many cases, radiosonde humidity profiles offer
the best available estimate of the vertical profile, radiosonde
profiles are often considered as the “truth.” However, inconsis-
tencies between measurements by different types of profilers,
or even in profiles recorded by the same type of instrument,
have been repeatedly noted (see [35] and references therein).
Examples include significant site-specific biases in humidity
profiles noted during the Tropical Ocean Global Atmosphere
Coupled Ocean–Atmosphere Response Experiment observa-
tions [21] as well as the dry bias in Vaisala RS80 humidity
profiles revealed during a long-term study at the ARM Southern
Great Plains (SGP) site [35]. Determining the source of such
inconsistencies and developing methods to remove them have
been the focus of much research in recent years [10], [25],
[40]. In addition to any general systematic biases, comparisons
between the measurements from the ground-based MWRs and
the radiative transfer models using radiosonde profiles as input
show considerable scatter. Scaling the radiosonde profiles ac-
cording to the total PWV retrieved from MWRs in the 22-GHz
region has been shown to be an effective approach in addressing
both the bias and the scatter [6], [36], [37]. In this paper,
this scaling approach has been used to reduce the scatter in
model/measurement comparisons in order to derive information
on the self- and foreign-broadened water vapor continua.

A range of ground-based radiometer measurements was used
to assess the water vapor continuum in the microwave region
and to determine continuum values that provide the best fit
across different frequencies and atmospheric conditions. The
key instruments used were the two-channel MWR, an in-
strument built by Radiometrics (http://www.radiometrics.com)

with double sideband channels at 23.8 and 31.4 GHz, the
two-channel “MWR at high frequencies” (MWRHF) built by
Radiometer Physics GmbH (RPG) with channels at 90 and
150 GHz, and the Radiometrics “microwave profiler at
183 GHz” (MP183), i.e., a G-band vapor radiometer profiler
(GVRP) with fifteen single sideband channels between 170 and
183.31 GHz. The data sets are summarized in Table II and are
described in greater detail hereinafter.

For each data set, available clear-sky radiosonde profiles
were scaled to provide agreement with the 23.8-GHz MWR
channel. The scaled radiosondes were then used as input to
MonoRTM, and the residuals (measured minus the modeled
brightness temperature) in the relevant window channels were
plotted as a function of PWV. The resulting shape of the
residuals as a function of PWV for channels where the absorp-
tion is dominated by continuum absorption can provide some
insight into the continuum. The foreign-broadened continuum
absorption scales linearly with water vapor, while the self-
broadened continuum absorption increases with the square of
the water vapor. At lower water vapor amounts, the foreign
continuum absorption dominates over the self-broadened con-
tinuum absorption. The contribution from the self-broadened
continuum becomes increasingly important as the water vapor
amount increases. This concept is demonstrated in Fig. 4.
Measurements over a broad range of water vapor values are
needed in order to distinguish between any possible errors in
the foreign- and self-broadened continua [5].

The MWR data set at the SGP has by far the widest range
of water vapor conditions available (see Table I). The MWR is
also the longest running instrument of the three and therefore
provides not only the largest number of clear-sky cases but also
a long history and a high degree of confidence in the instrument
calibration. It can be seen from Fig. 2 that the continuum is not
expected to show a great deal of spectral variation in the region
spanned by the data sets used here. Therefore, we regard the
31.4-GHz data set from the MWR at the SGP to be the one that
should provide the most accurate continuum information, with
the smallest uncertainty. The other data sets provide checks on
consistency.

Previous work [5], using scaled RS80 radiosondes, has
demonstrated that the self- and foreign-broadened water va-
por continua in the Rosenkranz model could not be consis-
tent with the ground-based radiometer measurements from the
ARM SGP site between 1998 and 2000, while the CKD_2.4
continuum within MonoRTM v2.2 offered consistency with
measurements within the estimated measurement uncertainty.
In this paper, new radiometer measurements have been used
with scaled RS92 radiosondes (known to be an improvement
over the RS-80s) to update the MT_CKD continuum as used in
a more recent version of MonoRTM.

A. MWR Instrument and Continuum Validation at 31.4 GHz

The two-channel (23.8- and 31.4-GHz) MWR system has
a long and successful history within the ARM Program and
has been providing PWV and LWP retrievals at ARM sites for
over 15 years. There is currently an MWR present at all of
the ARM sites. These instruments are automatically calibrated
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TABLE II
SUMMARY OF DATA SETS USED FOR CONTINUUM VALIDATION

Fig. 4. Potential cancellation of errors between the self- and foreign-
broadened water vapor continua.

using the “tipping curve” or “tip cal” method [13]. Robust data
quality checks and thousands of “successful” tip calibrations
help to ensure the good stable calibration of the radiometer [19].
The quoted measurement accuracy is 0.3 K. The MWRs are
equipped with a heater/blower mechanism that directs warm
air over the radome to prevent the formation of dew on the
radiometer.

The MWR data set used here is from the ARM SGP site
in Oklahoma. The time period used in this paper for the
31.4-GHz continuum validation was January 1, 2005 to
December 31, 2007. During this period, Vaisala RS92
radiosondes were launched four times per day from the SGP
site. For the comparisons with MonoRTM, the MWR-measured
brightness temperatures were averaged from 5 min before to
30 min after the radiosonde launch, in order to account for
varying atmospheric conditions in the time that it took for
the radiosonde to reach its upper altitudes. The profiles were
screened for liquid cloud by examining the standard deviation
of the 31.4-GHz channel brightness temperatures over the
time window around the sonde launch used for averaging. The
test for the standard deviation follows that described in [36]
and [37]; if the standard deviation is less than a+ b ∗ PWV,
where a = 0.15 K, b = 0.06 K/cm, and the PWV is calculated
from the sonde, then the sample is assumed to be clear.
Additional screening for cloud was performed using colocated
ceilometer data.

Fig. 5(a) and (b) shows the MWR residuals (measured minus
the modeled brightness temperatures) using MonoRTM v4.0
for this SGP data set using “raw” clear-sky radiosonde profiles

as input. Both channels show an overall negative bias in the
residuals as well as significant scatter. The negative bias in
the 23.8-GHz channel, where the absorption is dominated by
the line contribution rather than the continuum, is due to
an overall dry bias in the radiosondes, while the scatter is
due to the uncertainty that varies from sonde to sonde. The
31.4-GHz window channel, where the absorption is dominated
by the continuum contribution, could be affected both by the
dry bias in the radiosondes and by the errors in the continuum.
In order to determine values for the self- and foreign-broadened
water vapor continua that would provide the best fit to the
data, model/measurement comparisons were performed with
combinations of different scaling factors applied to the self-
and foreign-broadened water vapor continua in MT_CKD 2.1.
For each set of continuum scaling factors, an initial “raw” run
was performed. In order to separate the radiosonde uncertainties
from the continuum uncertainties in the 31.4-GHz channel,
PWV scaling factors were retrieved from the 23.8-GHz channel
measurements. The model was run with the scaled radiosonde
water profiles as input, and the 31.4-GHz channel brightness
temperature residuals were examined in order to assess the
quality of the continuum fit. The quality of the fit to the
31.4-GHz data was defined using a cost function J1 consisting
of three terms. The first term is a “sum of squares” that takes
account of the distance of each individual residual point from
zero. In some cases, it is visually obvious that the residuals
for one set of scaling factors are worse than those for another
set due to an obvious systematic shape in the envelope of
the residual points, but a simple sum-of-squares term may not
distinguish well which one is better. The cost function therefore
also includes terms to weight against the slope and curvature in
the fit to the entire data set

J1 = (y − F)TS−1
m (y − F) + 100× s2 + 1000× c2

where y is the vector consisting of all 31.4-GHz measurements
and F is the corresponding forward model vector from the
MonoRTM calculations. Sm is the measurement noise covari-
ance matrix, which, in this case, is a diagonal matrix with
values of (0.3 K)2 along the diagonal. The values s and c
are the linear (“slope”) and quadratic (“curvature”) coefficients
of a second-order polynomial calculated from a singular value
decomposition fit [28] to the entire set of 31.4-GHz residuals.
These s and c terms help to compensate for the fact that the
distribution of PWV values for this data set is heavily weighted
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Fig. 5. Plots showing “raw” (unscaled radiosonde) comparisons for the 23.8-GHz MWR channel used for PWV scaling and for the continuum-dominated
channel. (a) and (b) SGP data set from 2005 to 2007 using the MWR 31.4-GHz channel. (c) and (d) COPS data set using the MWRHF 150-GHz channel.
(e) and (f) SGP data set from January to March 2008 using the GVRP 170-GHz channel. Note the larger y-axis scales for the 150- and 170-GHz comparisons.
The residuals shown here are for MonoRTM v4.0.

toward drier values. The weighting factors for the s and c
terms were chosen in order to make these terms comparable
in magnitude to the sum-of-squares term for continuum scaling
combinations where the slope and/or curvature in the residuals
was readily apparent from visual inspection.

Note that the PWV retrievals performed for this paper are
not quite the same as the ARM operational PWV retrievals
at the SGP site. In the ARM operational retrievals of the
PWV and LWP from the MWR (which use MonoRTM as
the forward model), a time-dependent bias offset is applied to
the 23.8-GHz observations before any retrievals are performed.
The purpose of this bias offset is to attempt to reduce any bias in
the retrieved PWV that might result from a systematic bias in
either the model or in the observations. The method requires
a large number of clear-sky radiosonde observations and is
described in detail in [36] and [37]. The radiosondes, the MWR
calibration, and MonoRTM (notably the oxygen spectroscopy
used in the model) have all been subject to improvements over
the years since the operational ARM PWV retrievals began, and
the bias offsets calculated have been small (less than 0.5 K) in
recent years. Based on the results in Fig. 5(a), we have decided
to assume that the instrument and the model are in agreement
at zero PWV and have not applied a bias offset to the 23.8-GHz
channel before our PWV retrievals.

Fig. 6 shows the offsets for each scaling combination cal-
culated for the whole three-year data set using a second-order
polynomial fit to the 23.8-GHz residuals. A polynomial fit is

Fig. 6. Bias offset values for the 23.8-GHz channel, calculated using a second-
order polynomial fit to all three years worth of data. Error bars show the one
sigma uncertainty on the fitted offset for each self/foreign scaling combination.
XFRG denotes the scaling factor applied to the foreign continuum. The multiple
points plotted for each abscissa value show different values of the self-scaling
(XSLF) applied for each value of XFRG.

our preferred method for the assessment of offsets in this large
data set since this method fits the residuals at zero PWV and
should therefore be the least sensitive to the uncertainties in
the raw sonde values and to the water vapor continuum values
used. Alternative methods involving the average of points with
PWV below some threshold were rejected due to the inherent
sensitivity of nonzero PWV residuals on the continuum used.
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Fig. 7. Sample MWR residuals for different continuum scaling factors.
(a) MT_CKD v2.1 continuum. (b) Scaling factors equivalent to Rosenkranz-
like continuum at a representative temperature for this data set. (c) “Best fit”
continuum scaling factors adopted for MT_CKD v2.4. (d) Continuum scaling
factors that result in the lowest absolute rms value. The visible curvature in the
residuals in (d) demonstrates the need for a cost function that weights against
the curvature.

Based on Fig. 6, we conclude that any bias offset in the
instrument is small and that 0.5 K is a pessimistic uncertainty
estimate for the bias offset.

Fig. 7 shows sample 31.4-GHz residuals from using scaled
sondes for different combinations of continuum scaling. The
four example cases shown are MT_CKD 2.1 (a), some
“Rosenkranz-like” continuum scaling values (b), the values
deemed to provide the best fit to the data (c), and the values that
provide the smallest rms residual error (d). Note that the resid-
uals shown in (b) are not from the Rosenkranz model—they are
from the MonoRTM with the MT_CKD 2.1 self- and foreign-
broadened water vapor continua scaled to approximate the
water vapor continuum in the Rosenkranz model. The curvature
evident from the visual inspection of the residuals in Fig. 7(d)

Fig. 8. Cost-function surfaces for different scaling factors applied to the
MT_CKD 2.1 self (XSLF)- and foreign (XFRG)-broadened water vapor con-
tinua at (a) 31.4 GHz, (b) 150 GHz, and (c) 170 GHz. Crosshairs with dashed
lines show positions of the MT_CKD_2.1 values, while crosshairs with dotted
lines show positions of the MT_CKD_2.4 values.

illustrates the need for additional “slope” and “curvature” terms
in the cost function. With a data set more strongly weighted
toward higher PWV values, these extra terms would likely not
be necessary.

Fig. 8(a) shows a 2-D representation of the surface of the
cost function J1. (Values with J1 > 1.7 are all shown in red.)
The surface has a clear and well-defined minimum for scaling
factors (applied to MT_CKD 2.1) of 0.88 for the foreign-
broadened continuum and 1.25 for the self-broadened con-
tinuum. A parabolic cost function surface was fitted to the
points shown in Fig. 8, and a second-order polynomial (y =
a+ bx′ + cx′2) was fitted to the major and minor axes of the
equal-cost ellipses, where x′ is the coordinate along an ellipse
axis. The position of the minimum along the ellipse axis is
therefore given by x′ = −b/(2c). The 1-sigma errors in the
fitted parameters (b, c) were added in quadrature to calculate
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an estimate of the error in the position of the minimum. This
gives uncertainties of σa and σb along the major and minor
axes of the ellipse, respectively. The variances of the projection
of these uncertainties onto the x (foreign)- and y (self)-axes are
then given by

σ2
x =(σa cosα)

2 + (σb sinα)
2

σ2
y =(σa sinα)

2 + (σb cosα)
2

where α is the angle between the major axis of the ellipse and
the x-axis (in this case, 78◦). This yields estimated errors of
1% in the foreign-broadened continuum and 4% in the self-
broadened continuum. These numbers are underestimates of
the total error. They do not account for possible biases in the
continuum estimates that could arise from systematic errors
inherent in the assumptions used in this method. The two
largest sources of systematic uncertainty to consider in this
spectral region are the bias offset (discussed earlier—which
could include both instrument effects and errors in the model-
ing of oxygen and nitrogen absorption) and the width of the
22-GHz line. The uncertainty on the bias offset has been
estimated at 0.5 K, while the uncertainty on the 22-GHz line
width is estimated as 1.6% [26].

An analysis was performed to quantify the impact of these
two systematic errors on the implied best fit continuum scaling.
The effect of the addition of a 0.5-K bias offset to the MWR
23.8-GHz channel is to reduce the best fit scaling value for
the foreign-broadened continuum by 3% (from 0.88 to 0.85).
The impact of the offset on the best fit to the self-broadened
continuum is negligible. This is because the fit to the self-
broadened continuum is largely governed by the curvature in
the residuals as a function of PWV, and the offset has minimal
impact on this curvature. It is interesting to note that the values
of the cost function (not shown) are somewhat higher when the
bias offset is applied to the data, which provides some support
to the decision not to apply a bias offset. The effect of a 1.6%
increase in the width is also the reduction of the best fit scaling
value for the foreign-broadened continuum by 3%. Again, the
impact on the fit to the self-broadened continuum scaling is
negligible. However, an increase in the width value does not
impact the magnitude of the minimum value of the cost function
attained.

Adding these errors in quadrature, the combination of the
1% from the fitting of the cost minimum, the 3% from the bias
offset uncertainty, and the 3% from the width uncertainty results
in a total uncertainty estimate of around 4% for the foreign-
broadened continuum. Neither of the systematic error sources
considered has an appreciable impact on the fit to the self-
broadened continuum. Therefore, we quote total error estimates
of 4% on the foreign-broadened continuum and 4% on the self-
broadened continuum.

B. Continuum Validation at 150 GHz

The MWRHF instrument has channels at 90 and 150 GHz.
This ARM-owned instrument was deployed during the Convec-
tively and Orographically-induced Precipitation Study (COPS)
from the ARM mobile facility in the Black Forest, Germany

(FKB) from July to December 2007. The bandwidth of the
MWRHF channels is 2000 MHz, and the quoted measurement
uncertainty is 0.5 K.

The MWRHF was occasionally calibrated during this time
period by viewing a liquid nitrogen target. Observations from
the target and from the internal blackbody (at ambient tempera-
ture) were used to determine both the system noise and the gain.
The instrument was also performing regularly scheduled TIP
scans [13]. The calibration of the MWRHF 150-GHz data was
determined solely from the liquid nitrogen calibration events.
The calibration of the 90-GHz observations included a mixture
of liquid nitrogen and TIP scan calibrations. A postanalysis of
the 90-GHz TIP calibration periods determined that many of
these periods were actually not valid due to fog and dew
accumulation on the radomes of the radiometers [34]. The
calibration of the 90-GHz data was therefore neither constant
nor accurate over time, so the 90-GHz MWRHF data were not
used in this analysis.

Another 90/150-GHz RPG radiometer, fielded by the Uni-
versity of Cologne, was also operating at the FKB site dur-
ing this time period. This second radiometer was calibrated
in the same way as the MWRHF, but since the instruments
were owned and operated by different organizations, the liquid
nitrogen calibrations were performed by different instrument
teams and at different times. The liquid nitrogen calibrations
may therefore be considered to be independent. Turner et al.
[34] performed a comparison between the 150-GHz data from
the two radiometers and found good agreement between them,
with a slope of 1.005 and a mean bias of 0.53 K. The
measurements from the second radiometer were not used in
the analysis presented here, but the comparison performed
by Turner et al. [34] provides additional confidence in the
MWRHF data set.

A large number of other measurements were also being made
at the FKB site during the COPS, including those from a two-
channel MWR, a ceilometer, surface meteorology, backscatter
observations from a micropulse lidar, and radiance observations
from an IR interferometer. (IR interferometer measurements
have excellent sensitivity to small amounts of liquid water.)
The same subset of MWRHF 150-GHz observations used by
Turner et al. [34], carefully screened for dew and cloud, has
been used in this paper.

The screening for cloud left 35 clear-sky radiosonde matches
with the MWRHF data. PWV scaling factors were retrieved
for each of these radiosonde humidity profiles using the
23.8-GHz channel of the colocated MWR. As with the
31.4-GHz SGP analysis presented earlier, the decision was
made not to apply a bias offset to the 23.8-GHz data before
retrieving the PWV scaling factors. The “raw” comparisons
at the MWR 23.8-GHz and MWRHF 150-GHz channels from
the COPS data set are shown in Fig. 5(c) and (d). Viewed in
isolation, Fig. 5(c) could be considered to suggest that a bias
offset of around 1 K would be appropriate for the 23.8-GHz
channel. However, when viewed alongside the MWR SGP
23.8-GHz residuals shown in Fig. 5(a), it is clear that this small
set of 35 points could easily lie within the larger distribution
of points in Fig. 5(a), and the data set shown in Fig. 5(a) does
not support a bias offset as large as 1 K. The comparison of
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Fig. 9. Residuals at 150 GHz for different continuum scaling factor com-
binations. (a) MT_CKD v2.1. (b) Scaling factors equivalent to Rosenkranz-
like continuum at a representative temperature for this data set. (c) “Best fit”
continuum scaling factors adopted for MT_CKD v2.4.

Fig. 5(a) and (c) demonstrates issues associated with trying
to draw conclusions from a small data set. The negative bias
in the 150-GHz residuals in Fig. 5(d) is partly due to the
radiosonde bias as discussed in Section IV-A and partly due to
the continuum errors in MT_CKD v2.1, which result in larger
brightness temperature residuals at this higher frequency than
at 31.4 GHz.

The same procedure was followed for the 150-GHz contin-
uum validation as for the 31.4-GHz validation. PWV scaling
factors were retrieved using the 23.8-GHz MWR channel,
these factors were applied to the sonde profiles, and the
model/measurement results were compared at 150 GHz. Fig. 9
shows the MWRHF 150-GHz residuals (after the scaling of the
sonde profile using the 23.8-GHz MWR channel) for different
continuum scaling factors. The scatter in these residuals is
higher than the expected instrument noise of 0.5 K. While the
23.8-GHz measurements depend mainly on the column water
vapor, at 150 GHz, there is greater sensitivity to the atmospheric
profile. The observed scatter is likely due to atmospheric
representation errors (errors in the temperature/water vapor
profile).

As with the MWR 31.4-GHz SGP data set, a cost function
was used to determine the quality of the fit to each combination
of continuum scaling factors. Unlike the MWR SGP data set,
the MWRHF COPS data set does not contain a sufficient
number of points or a sufficient range of PWV to reliably fit

a curve to the residuals. Therefore, the cost function J2 used
here did not include terms associated with a fitted curve

J2 = (y − F)TS−1
m (y − F).

In this case, the measurement covariance matrix Sm is a
diagonal matrix with values of (0.5 K)2 along the diagonal. The
values of the cost function for different continuum scaling fac-
tor combinations are shown in Fig. 8(b). It is clear that the SGP
MWR data set places much tighter constraints on the continuum
values than the COPS MWRHF data set. However, the results
are consistent with those at 31.4 GHz for the assumption of no
bias offset for either the MWR or MWRHF data.

The 150-GHz region shows negligible sensitivity to errors in
the water vapor line parameters. Aside from the uncertainties
associated with the scatter on the model/measurement com-
parisons, the largest additional uncertainties are those in the
bias offsets for the MWR and the MWRHF. Turner et al. [34],
in their analysis of the 150-GHz data from the COPS, had
inferred that a bias offset of 0.49 K was necessary for the MWR
23.8-GHz channel. Applying such an offset has an impact on
the retrieved PWV scaling factors and, hence, on the continuum
values derived from the 150-GHz data. The application of an
offset is the main reason for the difference in their derived
continuum scaling factors from ours, although their factors,
0.835 +/−0.07 (foreign) and 1.44 +/−0.31 (self), are in
agreement with those in this paper within the stated error bars.
The error bounds provided in this paper are tighter due to the
large PWV range of the 31.4-GHz data set.

C. Continuum Validation at 170 GHz

The GVRP, also known as the MP183, was built by Ra-
diometrics and has over 1000 tunable channels. For the mea-
surements used in this paper, fifteen channels from 170 to
183.31 GHz were calibrated for use. The GVRP bandwidth
is determined by an eight-pole intermediate frequency (IF)
filter, characterized by sharp cutoffs. The 3-dB bandwidth IF
bandpass filter is nominally 25–500 MHz, although the actual
measured bandwidth is slightly wider. Thus, the effective RF
bandwidth is 1118 MHz with a 30-MHz notch in the middle
and is virtually identical for all channels. Concerning the GVRP
calibration, noise diode injection is used to measure the system
gain continuously. The receiver temperature is measured once
per observation cycle using an internal blackbody target. The
noise diode effective temperature is calibrated once every few
months using an external liquid nitrogen target, leading to an
estimated accuracy of ∼1 K, depending on the channel [11].

The GVRP data set used for this paper is from a deployment
of the instrument at the ARM SGP site from January to March
2008. The instrument had previously been deployed alongside
two other 183-GHz radiometers at the ARM North Slope of
Alaska site for measurements of extremely low water vapor
conditions during the RHUBC during February and March
2007 [11], [12], [34], but since the RHUBC was conducted
during extremely dry atmospheric conditions, the RHUBC
GVRP data set is of limited use for water vapor continuum
model validation. However, the RHUBC comparisons between
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Fig. 10. Residuals at 170 GHz, after the scaling of PWV using the 23.8-GHz
MWR channel for (a) MT_CKD 2.1, (b) “Rosenkranz-like” continuum values,
and (c) proposed values for MT_CKD 2.4.

the three independent 183-GHz instruments have provided a
high degree of confidence in the GVRP calibration.

The deployment of the GVRP at the SGP site resulted in
77 clear-sky radiosonde matches, with PWV values ranging
from 0.27 to 2.1 cm. As with the 31.4-GHz and 150-GHz
data sets presented in the previous sections, the GVRP data
were averaged over a 35-min time period around the sonde
launch. Clear-sky cases were determined using a combina-
tion of the test on the standard deviation of the 31.4-GHz
channel of the colocated MWR over the sonde launch time
window and data from a ceilometer. Fig. 5(e) and (f) shows
the “raw” model/measurement comparisons for the MWR
23.8-GHz channel and for the GVRP 170-GHz channel. Again,
the large negative bias in the 170-GHz residuals in Fig. 5(f) is
partly due to the radiosonde bias as discussed in Section IV-A
and partly due to the continuum errors in MT_CKD v2.1, which
result in larger brightness temperature residuals at this higher
frequency than at 31.4 GHz.

Again, scaling factors for the radiosonde PWV were re-
trieved using the 23.8-GHz MWR channel. No instrument
offsets were applied to the 23.8-GHz channel before the PWV
retrievals. Fig. 10 shows the 170-GHz model/measurement
comparisons resulting from the scaled radiosonde profiles for
different continuum scaling factors. The cost function J2, with a
measurement covariance matrix with (1 K)2 along the diagonal,
was used to assess the quality of the residuals. Fig. 8(c) shows

a 2-D representation of the cost function surface. Fig. 8(a)–(c)
shows a high degree of consistency between the continuum
adjustment factors that would be determined from each of the
three independent data sets.

V. DISCUSSION

Fig. 11 shows the modeled brightness temperature spec-
tra and model/model differences relative to MonoRTM v4.2
(which uses MT_CKD 2.4; see Table I) for four different
standard atmospheres: subarctic winter (0.94-cm PWV), U.S.
standard (1.4-cm PWV), midlatitude summer (2.9-cm PWV),
and tropical (4.0-cm PWV). The shapes of the differences vary
with the PWV due to the interplay between the changes in
the foreign- and self-broadened water vapor continua (which
dominate at low and high PWV, respectively). Note that the
model simulations in Fig. 11 include only water vapor, oxygen,
and nitrogen in the modeled spectra. It can be seen that, despite
the limited number of molecules included in the simulations,
there are some sharper features in the MonoRTM/Rosenkranz
differences. These are due to the differences in the number of
oxygen (sharp differences around the 60-GHz band) and water
vapor lines included in the two models. For the drier atmo-
spheres shown (subarctic winter and U.S. standard), the update
in the continuum from MT_CKD 2.1 (used in MonoRTM
v4.0) to MT_CKD 2.4 (used in MonoRTM v4.2) brings the
MonoRTM results somewhat closer to the Rosenkranz model
results than they were before.

Fig. 12 (top) shows the impact of the MT_CKD continuum
update on the retrievals of PWV at 23.8 GHz, for both the
upwelling and downwelling measurements. The effect of the
update is an increase in inferred PWV for a given atmosphere,
and the impact is largest for the lowest water vapor cases (1.4%
at 0.3-cm PWV, decreasing to 1% at 1.5 cm). The magnitude of
the effect on the PWV retrievals is not large since the absorption
at 23.8 GHz is dominated by the line rather than the continuum
absorption. Moreover, shown in Fig. 12 (bottom) is the impact
on the PWV retrievals of a 0.5-K bias offset assumption for the
23.8-GHz channel for a ground-based retrieval. For low water
vapor conditions, the effect of the bias offset is far larger than
the effect of the continuum change.

Fig. 13 shows the sensitivity of the retrievals of the LWP to
the MT_CKD v2.1 to MT_CKD v2.4 continuum update for
varying water vapor conditions, for both the upwelling and
downwelling measurements. Sensitivity tests were performed
both assuming fixed PWV and for the case where the PWV
was adjusted to take account of the impact of the continuum
change on the retrieval (see Fig. 12). Only points for which
the frequencies are not saturated with respect to water vapor
have been plotted. (Higher frequencies for the upwelling case
are saturated, plus the higher frequencies are not normally
used in operational cloud water retrievals due to the higher
uncertainties associated with surface emissivity.) These results
are based on LWP less than 200 g · m−2 so are applicable to
thinner clouds. For thicker clouds, the results would be less
sensitive to changes in the water vapor continuum. At lower fre-
quencies, the results are similar for upwelling and downwelling
radiation.
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Fig. 11. Modeled brightness temperatures and model/model difference spectra for a range of standard atmospheres: subarctic winter, U.S. standard, and tropical.
(a)–(d) Left column shows the spectra and differences for the downwelling (ground-based) view. (e)–(h) Right column shows the spectra and differences for an
upwelling (space-based) view. All upwelling calculations used a surface emissivity of 0.6. Surface temperatures were 260 K for the subarctic winter case and
290 K for the U.S. standard and tropical cases.

Fig. 12. (Top) Difference in inferred PWV (from retrieval at 23.8 GHz)
resulting from the continuum update. (Bottom) Difference in retrieved PWV
(from 23.8 GHz) arising from the assumption of no instrument bias offset
versus a 0.5-K offset. Sensitivity calculations were based on a U.S. Standard
Atmosphere with scaled column water vapor, a surface temperature of 290 K,
and a surface emissivity of 0.6.

The water vapor continuum update presented here also could
have potential implications for the determination of sea surface
emissivity from space. The effect of the continuum update is
the decrease in the modeled brightness temperature for a given
scene, which, if all other parameters were to stay the same,
would imply a decrease in surface emissivity. In theory, this
could have implications for ocean surface wind speed retrievals,
but in practice, intelligent ocean wind retrieval algorithms use
optimized channel configurations that minimize sensitivity to
the atmosphere, so the effect of a change in the continuum
model is likely mitigated to some extent.

The ARM ground-based radiometer measurements are ex-
tremely valuable for the validation of spectroscopy in the
context of radiative transfer modeling. Improvements in these
models can have a positive impact on weather prediction,
either through the assimilation of the retrieved atmospheric
and surface parameters discussed earlier or through the direct
assimilation of radiances. In addition, since MWRs are often
used to obtain reference estimates of water vapor from the
ground, improvements in microwave spectroscopy used in the
models can also result in improvements of the knowledge of
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Fig. 13. Difference in inferred LWP (from retrievals at different window
frequencies) resulting from the continuum update. The upper plot is for the
downwelling case, while the lower plot is for the upwelling case. Solid lines
show the difference in inferred LWP, assuming that the retrieved PWV remains
fixed in spite of the continuum change. Dotted lines show the difference in
inferred LWP, accounting for the adjustment in the retrieved PWV caused by
the continuum change. Sensitivities are based on LWP less than 200 g · m−2.
Only frequencies that do not become saturated with respect to water vapor
have been plotted. (Higher frequencies for the upwelling case can be saturated.)
Sensitivity calculations were based on a U.S. Standard Atmosphere with scaled
column water vapor, a surface temperature of 290 K, and a surface emissivity
of 0.6.

the spectroscopy in other spectral regions, with further impli-
cations for weather and/or climate prediction. For example,
Delamere et al. [12] have used microwave water vapor mea-
surements to aid in improvements to the water vapor continuum
in the far IR, a spectral region of crucial importance in the
calculation of atmospheric cooling rates [4].

VI. CONCLUSION

With the recent advances in the accuracy of fast radiative
transfer models relative to line-by-line models, the limiting
factor on the accuracy of the modeling of gaseous absorption
using radiative transfer models is our knowledge of the spec-
troscopy (line parameters, line shape, and continuum). High-
quality radiometric measurements, in conjunction with the
in situ measurements of the atmospheric state, are extremely
valuable for spectroscopy validation in the context of atmo-
spheric remote sensing. The validation of spectroscopy against
ground-based measurements avoids any uncertainties associ-
ated with the modeling of surface parameters that are inherent
in the model/measurement comparisons of upwelling radiation,
offers opportunities for a range of coincident measurements
for the characterization of the atmospheric state, provides the
advantage of better temporal and spatial colocation with in situ
profile measurements (from radiosondes), and minimizes issues
of representativeness.

In this paper, updates have been made to both the MT_CKD
self- and foreign-broadened water vapor continuum absorption

(used in MonoRTM) in the microwave region. The updates were
based on comparisons between the MonoRTM and a range of
ground-based radiometer measurements at 31.4 and 170 GHz
made at the ARM SGP site in Oklahoma as well as the 150-GHz
measurements from the COPS campaign in the Black Forest,
Germany. While the tightest constraints on the continuum ab-
sorption were provided by the 31.4-GHz data set, since this
data set provided the largest number of measurements over the
widest range of water vapor conditions (see Table II), results
indicate good consistency between the different instruments
and frequencies analyzed. The high quality of the calibration
of each of the three instruments used was the key to this
paper. The uncertainty on the new foreign-broadened water
vapor continuum in MT_CKD 2.4 is estimated at 4% and the
uncertainty on the self-broadened water vapor continuum is
also estimated at 4%.

In the future, it would be desirable to have data sets that
would also validate the continuum at the higher 150- and
170-GHz frequencies over a wide range of PWV values and
that would provide enough information to allow the validation
of the temperature dependence of the continuum.

The updates implemented in the MT_CKD v2.4 continuum
resulted not only from this paper but also from the work using
ground-based spectrally resolved measurements in the far IR by
Delamere et al. [12]. Measurements at wavelengths between the
microwave and far-IR regions could provide further confidence
in the water vapor continuum model in both regions and in the
consistency across this entire spectral range. For most locations
on the Earth, the region between the microwave and the far IR is
opaque, so measurements from the ground offer information on
the near-surface temperature rather than on RT model param-
eters. However, measurements in this region have been made
in extremely dry conditions from a site in the Atacama Desert,
Chile, during the RHUBC-II in August to October 2009 [34].
The analysis of these measurements is underway.
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