VOLUME 22

JOURNAL OF ATMOSPHERIC AND OCEANIC TECHNOLOGY

APRIL 2005

Measurement of Low Amounts of Precipitable Water Vapor Using Ground-Based

Millimeterwave Radiometry

PauL E. RACETTE,* ED R. WESTWATER, ™ YONG HAN,# ALBIN J. GASIEWSKI,@ MARIAN KLEIN, T

DoOMENICO CIMINI,&

VLADIMIR LEUSKI,T AND PETER Kiepron##
*NASA Goddard Space Flight Center, Greenbelt, Maryland

DAVID C. JONES, ~ WILL MANNING, T+ EDWARD J. KivM,” JAMES R. WANG,

+Cooperative Institute for Research in Environmental Sciences, University of Colorado/NOAA/Environmental Technology

Laboratory, Boulder, Colorado
#NOAA/National Environmental Satellite Data and Information Service, Silver Spring, Maryland
@NOAA/Environmental Technology Laboratory, Boulder, Colorado
&CETEMPS, University of L’Aquila, L’Aquila, Ttaly
**Met Office, Exeter, United Kingdom

++Joint Center for Earth Systems Technology, University of Maryland, Baltimore County, Baltimore, Maryland
## Atmospheric Sciences Research Center, The University at Albany, State University of New York, Albany, New York

(Manuscript received 13 August 2004, in final form 20 May 2004)

ABSTRACT

Extremely dry conditions characterized by amounts of precipitable water vapor (PWV) as low as 1-2 mm
commonly occur in high-latitude regions during the winter months. While such dry atmospheres carry only
a few percent of the latent heat energy compared to tropical atmospheres, the effects of low vapor amounts
on the polar radiation budget—both directly through modulation of longwave radiation and indirectly
through the formation of clouds—are considerable. Accurate measurements of PWV during such dry
conditions are needed to improve polar radiation models for use in understanding and predicting change in
the climatically sensitive polar regions. To this end, the strong water-vapor absorption line at 183.310 GHz
provides a unique means of measuring low amounts of PWV. Weighting function analysis, forward model
calculations based upon a 7-yr radiosonde dataset, and retrieval simulations consistently predict that ra-
diometric measurements made using several millimeter-wavelength (MMW) channels near the 183-GHz
line, together with established microwave (MW) measurements near the 22.235-GHz water-vapor line and
~31-GHz atmospheric absorption window can be used to determine within 5% uncertainty the full range
of PWV expected in the Arctic. This combined capability stands in spite of accuracy limitations stemming
from uncertainties due to the sensitivity of the vertical distribution of temperature and water vapor at
MMW channels.

In this study the potential of MMW radiometry using the 183-GHz line for measuring low amounts of
PWYV is demonstrated both theoretically and experimentally. The study uses data obtained during March
1999 as part of an experiment conducted at the Department of Energy’s Cloud and Radiation Testbed
(CART) site near Barrow, Alaska. Several radiometers from both NOAA and NASA were deployed
during the experiment to provide the first combined MMW and MW ground-based dataset during dry Arctic
conditions. Single-channel retrievals of PWV were performed using the MW and MMW data. Discrepancies
in the retrieved values were found to be consistent with differences observed between measured brightness
temperatures (TBs) and forward-modeled TBs based on concurrent radiosonde profiles. These discrepan-
cies are greater than can be explained by radiometer measurement error alone; errors in the absorption
models and uncertainty in the radiosonde measurements contribute to the discrepancies observed. The
measurements, retrieval technique, and line model discrepancies are discussed, along with difficulties and
potential of MMW/MW PWYV measurement.

1. Introduction

The polar regions are an important but ill-under-
stood component of the global climate system. In re-
sponse to the need for improved understanding of the
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effect of the polar regions on global climate, the De-
partment of Energy’s (DOE) Atmospheric Radiation
Measurement (ARM) program established a climate
observation site on the North Slope of Alaska/Adjacent
Arctic Ocean (NSA/AAO) in 1997 (Stamnes et al.
1999; Stokes and Schwartz 1994; Ackerman and Stokes
2003). The establishment of this site followed the year-
long Surface Heat and Energy Budget of the Arctic
(SHEBA) study (Curry et al. 2000); many similar in-
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struments deployed during SHEBA are deployed at the
NSA/AAO Cloud and Radiation Testbed (CART) site.
Many of the important scientific questions associated
with the Arctic region are discussed by Stamnes et al.
(1999) and by Curry et al. (1996). These studies have
shown that water vapor and clouds play an essential
role in moderating earth’s climate and that accurate
measurements of the atmospheric water distribution
are needed to adequately model earth’s radiation bud-
get. In our work, we focus on the difficult problem of
measuring precipitable water vapor during cold and dry
conditions.

Detailed spectral measurements of downwelling in-
frared radiation were available during SHEBA and are
currently being recorded at the NSA/AAO CART site.
The measurements were made by an extended-range
version of the Atmospheric Emitted Radiance Interfer-
ometer (AERI-ER; Revercomb et al. 1998; Tobin et al.
1999), which covers the spectral range from 380 to 3000
cm ™ '. As has been shown by Clough et al. (1992), the
transparent portion of the water-vapor rotational band
from 250 to 600 cm ™! is important for the earth’s en-
ergy balance. Modeling of this region is thus of particu-
lar importance. The modeling of measurements taken
by AERI-ER during SHEBA was done using detailed
Line-by-Line Radiative Transfer Models (LBLRTM;
Tobin et al. 1999). Their results showed discrepancies
between measurements and calculations that could be
ascribed to errors in the radiosonde measurements of
water-vapor profiles. Such concerns have plagued the
ARM community and have been discussed by Lesht
(1999), Clough et al. (1996, 1999), Turner et al. (2003),
Wang et al. (2002), and Westwater et al. (2003). An
important instrument used in identifying such problems
has been the ARM dual-frequency microwave radiom-
eter (MWR) (Liljegren 2000). However, the sensitivity
of this instrument in measuring precipitable water va-
por (PWV) at the low concentrations that frequently
exist in the Arctic (PWV < 5 mm) is limited due to the
sensitivity of the brightness temperature to water vapor
and the inherent measurement error. Accordingly, the
objective of our study is to examine the theoretical and
experimental use of millimeterwave (MMW) and mi-
crowave (MW) radiometers to measure low amounts of
PWV.

The measurement of PWV is well established using
ground-based MW radiometry (Westwater 1978; Hogg
et al. 1983; Janssen 1985). Dual-channel MWRs are op-
erated routinely at the ARM CART sites at the South-
ern Great Plains (SGP) in Oklahoma, in the tropical
western Pacific, and at the NSA/AAO (Stokes and
Schwartz 1994; Ackerman and Stokes 2003). The
MWRs operating at the SGP and tropical western Pa-
cific CART sites have been useful in identifying biases
in radiosondes (Clough et al. 1996, 1999; Revercomb et
al. 2003, Turner et al. 2003; Westwater et al. 2003).
These radiometers are manufactured by Radiometrics
Corporation (see online at www.radiometrics.com) and
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have proven to provide reliable measurements of PWV
with uncertainty of ~1.0 mm under conditions of mod-
erate to heavy water-vapor burden (Revercomb et al.
2003) along with measurements of integrated cloud lig-
uid or liquid water path (LWP). A complete description
of these instruments, as well as a description of their
calibration procedure, is given by Liljegren (2000).

MMW radiometry has been used for more than two
decades to measure tropospheric water-vapor distribu-
tions from aircraft and satellite platforms. It is particu-
larly well suited for water-vapor measurements because
of the strong response to water vapor exhibited at the
183 GHz and higher-frequency absorption lines. Spec-
troscopic measurements made near the 183-GHz line
and adjacent “window” regions permit retrievals of
profiles of water vapor (Wang et al. 1983; Kakar and
Lambrigtsen 1984). In 1991 water-vapor profiles based
upon measurements made near the 183-GHz line were
first made by the Special Sensor Microwave/
Temperature-2 (SSM/T-2) instrument onboard the De-
fense Meteorological Satellite Program (DMSP) F-11
satellite (Falcone et al. 1992). During the 1990s, many
studies were conducted on the use of MMW radiometry
to measure water vapor, precipitation, and clouds.
Wang et al. (1997) reported a technique for deriving
three-dimensional water-vapor profiles using MMW
measurements made at oblique incidences. The effects
of clouds on water-vapor profiles retrieved using MMW
radiometry have also been investigated (Wang et al.
1997). Wang et al. (1998) showed that ice clouds have
minimal impact on measurements made between 90
and 220 GHz. This same frequency range was shown to
be sensitive to the presence of liquid clouds. The appli-
cation of airborne and spaceborne MMW measure-
ments to retrieve PWV over the Arctic has been subject
of more recent studies (Wang et al. 2001; J. Wang et al.
2002; J. R. Wang 2002; Manning and Wang 2003).
Though the application of nadir-viewing airborne and
spaceborne MMW radiometry is well established, the
application of ground-based MMW measurements has
been less well investigated. Jackson and Gasiewski
(1995) reported on comparisons of PWV measurements
using ground-based MMW radiometry, radiosondes,
and Raman lidar. More recently, Siegenthaler et al.
(2001) report on measurements of ground-based re-
trievals of water-vapor profiles using a 183-GHz spec-
trometer from the Jungfraujoch at an elevation of 3580
m in Switzerland. Their work demonstrated the appli-
cation of MMW radiometry to high-altitude ground-
based retrievals of water-vapor profiles.

Although the characteristics of the atmosphere in po-
lar regions are not completely understood, it is widely
recognized that during the winter months extremely dry
conditions prevail. Serreze et al. (1995a) reported on
the distribution and flux of water vapor over the Arctic
based upon radiosonde observations launched at 70°N
and higher over the period 1974-91. Over the winter
months between November and March the average
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F1G. 1. Probability (solid line) and cumulative (dashed line) distribution functions for PWV
derived from RAOBs at Barrow, AK (1990-96).

PWV is below 2.5 mm. Over the Arctic Ocean the av-
erage PWV during the winter months is 1.8 mm (Ser-
reze et al. 1995b). These results are consistent with a
study we performed using a 7-yr (1990-96) set of radio-
sondes from the National Weather Service (NWS) sta-
tion in Barrow, Alaska. Figure 1 shows the probability
distribution and the cumulative distribution functions
of PWV measured at Barrow. The cumulative distribu-
tion shows that for 50% of the time the PWV is less
than ~5 mm; thus, dry conditions exist during a sub-
stantial fraction of the year.

Obtaining accurate measurements of low amounts of
vapor in the atmosphere is especially important for
modeling longwave radiative fluxes during the polar
winter months. Substantial variations in longwave emis-
sion caused by fluctuations in low amounts of water
vapor directly affect the Arctic climate through both
greenhouse trapping of radiation and cloud formation
processes. These two mechanisms are suspected to have
profound effects on the Arctic heat budget, and in turn,
on the extent and seasonal duration of sea ice coverage
and on polar weather.

In this study we present a theoretical basis for PWV
measurement in an arctic environment using both MW
and MMW radiometric data. We investigate the re-
trieval uncertainties associated with using a variety of
measurement systems. We describe an experiment that
was conducted at the NSA/AAO facility in March 1999
designed to demonstrate the ability to measure low
amounts of PWV, and then discuss the subsequent data
analysis. We conclude with a summary and suggestions
for further work.

2. Theoretical basis for improved retrieval of low
amounts of precipitable water vapor using
MMW radiometry

One motivation for our work was to examine the
hypothesis that brightness temperature measurements
at the operational frequencies used by the ARM MWR
lack the sensitivity necessary to estimate PWV at low
vapor concentrations and cold temperatures. A second
hypothesis was that radiometers operating at millimeter
wavelengths could supply valuable information under
just these conditions. Finally, we hypothesize that a
combination of MW and MMW channels could supply
accurate measurements of PWV over the entire range
of values encountered at the NSA/AAO. In this study
we focus primarily on clear conditions as identified us-
ing lidar and cloud radar operated at the NSA site.

a. Sensitivity to water vapor and temperature

One measure of sensitivity to profiles of water-vapor
density p, and temperature 7 is provided by the asso-
ciated vertical weighting functions Wp,, W,.. The equa-
tions for the calculation of these functions, in the up-
ward-looking case, are given by Westwater (1993).
From our 7-yr ensemble of radiosonde profiles from
Barrow, Alaska, we calculated T and p, weighting func-
tions for each of these profiles. In Fig. 2, we present
their averages over the conditions PWV = 1.5 (mm),
1.5 < PWV = 2.5 (mm), 2.5 < PWV = 5 (mm), and
PWV > 5 (mm) for several channels used in analysis
later in the paper. Key features resulting from the
nearly linear response to water vapor at 23.8 GHz and
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FI1G. 2. Average (right) vapor density and (left) temperature weighting functions for the
four specified ranges of PWV. The absorption model used is Rosenkranz (1998).

the decidedly nonlinear responses at the 183-GHz
channels deserve comment. First, over the entire range
of PWYV the 23.8-GHz Wp, functions are almost inde-
pendent of altitude; that is, the brightness temperature
(TB) is directly related to PWV. In addition, the sen-
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sitivity to 7 at this channel is small, that is, W, =~ 0.
Second, at the low values of PWV (<2.5 mm) the chan-
nels near 183 GHz exhibit a ~30-fold increase in sen-
sitivity to p, relative to the MWR, but have only a small
sensitivity to 7. The highly nonlinear response of the
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F1G. 3. Brightness temperature vs precipitable water vapor at four specified frequencies.
Calculations were based upon the 7-yr collection of RAOBs at Barrow, AK. The absorption

model used is from Rosenkranz (1998).

channels near 183 GHz over the low PWV intervals
shown is evident from the curves. At increasing
amounts of PWV, the 183-GHz Wp, lose their sensitiv-
ity to p, and become increasingly sensitive to 7. How-
ever, the combined behavior of the 23.8- and the 183-
GHz weighting functions suggests that an accurate
PWYV retrieval using all of the aforementioned channels
can be realized for the entire range of clear-air condi-
tions at the NSA/AAO location.

Another method of illustrating the joint linearity and
sensitivity characteristics of the 23.8- and 183-GHz
channels is to plot calculated TB versus PWV (Fig. 3).
As expected, the channel closest to the 183-GHz water-
vapor line center (i.e., 183.31 = 1 GHz) is linear only
for low PWV concentrations (PWV < 1 mm), while the
channels farther from the line are linear over a more
extended range of PWV. The linear behavior of 23.8
GHz over a wide range of PWV is also evident, al-
though with relatively low sensitivity (~1.4 K mm™!).

b. Retrieval simulation studies

PWYV and LWP can be derived from dual-frequency
MW radiometer measurements using a simple and ro-
bust linear noniterative statistical retrieval algorithm.
An a priori set of atmospheric profiles is used to derive
regression coefficients relating the atmospheric opacity
at the measurement frequencies (23.8 and 31.4 GHz) to
LWP and PWV. The atmospheric opacity at a particu-
lar frequency is obtained from the brightness tempera-
ture, an estimate of TB measurement errors, and an

estimate of the mean radiating temperature at that fre-
quency. Westwater (1993) provides a detailed descrip-
tion of the technique. The noniterative statistical re-
trieval algorithm has the advantage that it does not
require a temperature and humidity profile—that is, a
background field—and requires only very simple calcu-
lations. However, the technique requires seasonal and
location dependent regression coefficients.

In this section we describe an iterative statistical-
physical algorithm (Rodgers 1976) for retrieving PWV
and LWP from any combination of zenith-MW and/or
MMW TB measurements (Jones and Racette 1998).
There are a number of advantages to an iterative re-
trieval over a purely noniterative statistical approach.
First, at wavelengths with strong absorption, (e.g., near
the 183-GHz absorption line) the change in atmo-
spheric brightness temperature is a highly nonlinear
function of PWV. Near such features the iterative sta-
tistical-physical retrieval algorithm weights each data
value according to its tangential response to the param-
eters being retrieved. Second, a background field can be
used in the algorithm to more accurately describe the
specific temperature and baseline humidity profiles. The
iterative retrieval also accounts for the uncertainty of
the data and errors in the forward radiative transfer
model. And while the iterative retrieval has the disad-
vantage of being computationally intense, the relatively
long sampling intervals for ground-based observations
and fast speeds of modern computers do not restrict its
use.
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The iterative statistical-physical algorithm that we
have developed has several useful features. The obser-
vation frequencies can be readily selected without the
need to recompute regression coefficients. The absorp-
tion model that is used can also be readily interchanged
for intercomparison purposes. The algorithm also gen-
erates estimates of the uncertainties in the retrieved
parameters. To make the retrieval applicable to both
ground-based and airborne up-looking observations,
the retrieval algorithm was designed to operate at any
observation pressure altitude and for any combination
of channels. The retrieval algorithm is also easily modi-
fied to retrieve a single parameter (e.g., PWV) based
upon independent information that there is no cloud
present. Such ancillary information is available at the
NSA/AAO CART site, where cloud data from both a
cloud lidar and a 35-GHz cloud radar are available.

In the following we present a simulation of PWV
retrieval uncertainties for a collection of high latitude
atmospheric profiles based upon the retrieval algo-
rithm. First we discuss the details of the retrieval algo-
rithm and then the uncertainty in retrieved PWV using
a number of different channel combinations for the
case of clear-sky conditions.

1) RETRIEVAL ALGORITHM

We use a Newtonian iteration (Rodgers 1976) to re-
trieve the atmospheric state vector

X <L€;P> @

from a vector of TB measurements at various frequen-

cies (f;):
TB(f))

y=1| -- @
TB(f)
Here p, is a vector describing the moisture state. Al-
though later we use lidar to discriminate cloudy condi-
tions, for generality, here we present an algorithm that
solves for cloud liquid water path. Two versions of the
algorithm have been employed in this study. In the first
“simple” scheme, the humidity is described by a single
value of PWV and the water-vapor profile is assumed
to be a scaled version of a first guess or background
profile. This is acceptable for retrievals using the lower-
frequency channels when the opacity of the lower at-
mosphere is low. In the second “full” scheme, water
vapor is carried as the logarithm of water-vapor mixing
ratio on N discrete levels and the vertical shape of the
water-vapor profile is allowed to evolve during the re-
trieval process. This is more appropriate for retrievals
using the 183-GHz channels where the brightness tem-
perature is sensitive to the emission temperature of the
water vapor. The logarithm is used since the mass mix-
ing ratio may sensibly vary by several orders of magni-

JOURNAL OF ATMOSPHERIC AND OCEANIC TECHNOLOGY

VOLUME 22

tude and carries with it the advantage that it does not
allow negative values of mixing ratio to be retrieved. It
should be noted that the primary driver for using this
approach is to improve the resultant PWYV value rather
than derive a water-vapor profile.

The (n + 1)th iterate of the atmospheric state x,, 4 is
calculated from the previous iterate x,, and a first guess
X, using

X, 1 =X + W[y -y, - H((x —x,)] (3)

where y, is the forward-modeled TB vector corre-
sponding to the atmospheric state x,, and H,,=dy,/0x,, is
the Jacobian of the forward model. The estimation op-
erator W, is defined by

W, =BH'(H,BH' + R) "', (4)

where T is the matrix transpose operator, B is the co-
variance matrix of the background field and R is the
observation error covariance matrix given by the sum
of the forward model F and instrument measurement E
error covariance matrices.

Equation (3) is applied iteratively until satisfactory
convergence is reached. At convergence, the covari-
ance matrix of the solution x., is given by

S.=B '+HR'H) 5)

where H is the value of H,, at convergence. The uncer-
tainty of the retrieved PWV (determined by integrating
p, with respect to height) and LWP are obtained from
S... We note that the above derivation makes the as-
sumption that all of the error terms are Gaussian ran-
dom variables. Also, Eq. (5) assumes that the problem
is linear in the general region of x,, and x,,, the result of
which is a slight underestimation of the retrieval errors.

In both versions of the algorithm, the background
field is provided by a representative radiosonde profile
p, discretized at N atmospheric levels. The background
temperature and pressure profiles remain fixed during
iteration, and H,, is evaluated by forward modeling the
effect on TBs of water-vapor perturbations, either
scaled through the entire profile (simplified scheme) or
individually in each of the N model levels, and liquid
water perturbations within model layers demonstrating
>95% relative humidity. After each iteration, water
vapor is redistributed away from supersaturated layers
to adjacent ones, following Prigent et al. (1994). The
final solution for p, is integrated to obtain PWV. For
the retrieval to function, realistic values of B and R
must be used. In the simple retrieval scheme, we chose
B such that the covariance of p, and LWP encompass
the entire range of possible values; in the full scheme 7
yr of March radiosonde observations at Barrow are
used to determine the climatological covariance of the
log mass mixing ratio which is taken as a proxy for the
humidity elements of the error covariance B. In both
schemes, these choices of B give the background little
statistical weight in the final solution, although in the
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latter the term BH,, constrains the way in which water
vapor is redistributed in the vertical.

The determination of R is somewhat more involved.
When separating R into its component parts, we must
consider both an instrument error and a forward-model
error. We assume, as does English (1999), that these
errors are adequately modeled by Gaussian random
processes; the reliability of the analysis is limited by
modeling systematic errors as Gaussian random vari-
ables with artificial variance. We consider the instru-
ment error E to describe the uncertainty in the radiom-
eter measurement including both random and system-
atic sources of error. The forward-model error
contributions must describe any effects that are not rep-
resented in the retrieved parameters. This includes, but
is not restricted to, absorption coefficient errors, cloud
and water-vapor height assignment errors (most signifi-
cant if the simple scheme is used with 183-GHz chan-
nels), uncertainty in the background temperature and/
or pressure profiles, forward model discretization error,
and other effects not modeled such as horizontal inho-
mogeneities. Although ice clouds can impart significant
forward model variations, in this study we restrict our
analysis to those times when the lidar indicated that no
clouds were present.

2) SIMULATIONS OF RETRIEVAL UNCERTAINTIES
USING VARIOUS COMBINATIONS OF
FREQUENCIES

We employed the “simple” retrieval algorithm de-
scribed above to evaluate the uncertainty in retrieving
PWYV using a variety of frequency combinations. We
assumed that the retrieval has successfully converged
and that the background has no weight in the final an-
swer; thus B™! in (5) is a matrix of zeroes. The PWV
and LWP errors are then estimated for a set of realistic
high-latitude model profiles simply from the right-hand
term of (5) without actually performing the retrieval.
We selected four combinations of channels that dem-
onstrate the contribution that each additional set of
frequencies offers to the retrieval. The choice of chan-
nels was prompted by two existing instruments—the
ARM MWR, which operates with channels at 23.8 and
31.4 GHz, and the NASA Millimeterwave Imaging Ra-
diometer (MIR) that was previously flown on the
NASA ER-2 high altitude aircraft with double side-
band channels at 89, 150, 183.31 = 1, = 3, = 7, 220, and
340 GHz (Racette et al. 1996). The MWR was designed
for ground-based operation and we have assumed a
combined instrument and modeling uncertainty equiva-
lent to 1 K in the zenith-viewing mode. Ground-based
calibration of the MIR is more challenging and this,
combined with a potentially larger forward-modeling
error associated with increased sensitivity to atmo-
spheric constituents, has led us to assume a 3-K uncer-
tainty for the MMW channels. It should be noted that
where 183-GHz channels are used in our simulation, we
use the average of the lower and upper sidebands in the
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forward-model calculations; errors in the local oscilla-
tor frequency are treated as forward modeling errors.
In all cases we assume that errors are uncorrelated, thus
R is a diagonal matrix.

The four different channel combinations are

1) MWR (i.e. 23.8 and 31.4 GHz),

2) 3 x 18331 GHz (i.e., 18331 = 1, * 3, = 7) GHz,
3) 3 x 183.31 GHz + 89 GHz, and

4) 3 x 183.31 GHz + 89 GHz + MWR.

The range of model profiles is provided by a repre-
sentative set of 397 clear-air high latitude model atmo-
spheres that have a PWV range of 0.3 to ~25 mm.
Simulations that have been performed using cloudy
profiles are not included herein. The results for the
cloudy profiles may be found in Jones and Racette
(1998). Though the model profiles used here contain no
cloud, the error covariance matrix computed is based
upon a two-parameter retrieval, that is, PWV and
LWP.

Figure 4 shows the percentage PWYV retrieval uncer-
tainty for the 397 profiles as a function of PWV using
each of the four channel combinations. The MWR-only
performance clearly demonstrates a reciprocal relation-
ship between percentage uncertainty and PWV. Ab-
sorption by both cloud and water vapor at these fre-
quencies is relatively weak; therefore, across the entire
range of PWV values (and indeed up to much moister
values), the channels do not lose their absolute sensi-
tivity to changes in PWV. However, for low PWV, small
errors in TB result in large relative PWV errors. The
three 183-GHz channels show a very high level of skill
below about 3 mm of water vapor, but quickly become
saturated as the humidity increases, which causes the
combination to become ineffective above ~10 mm. The
addition of the 89-GHz channel, which lies in a nominal
atmospheric window but which is affected by the water-
vapor continuum, extends the useful range of the
MMW measurements to much higher PWYV values. The
best performance is obviously provided when all six
channels are used. Although some contribution comes
from the statistical advantage of having more channels,
the major part of the improvement is due simply to the
fact that significant sensitivity to changes in PWV is
present in at least one of the channels at any value of
PWYV. While LWP retrieval error results have not been
shown here, not surprisingly the six-channel combina-
tion out-performs the others in this respect also (Jones
and Racette 1998).

These theoretical results motivated the further inves-
tigation of the utility of ground-based MMW measure-
ments through experimental studies.

3. NSA experiment

Based upon the above studies, an experiment was
conducted to investigate the utility of MMW measure-
ments for making ground-based estimates of PWV dur-
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ing the very cold and dry conditions that predominate
during the winter months in high-latitude regions. The
National Aeronautics and Space Administration’s God-
dard Space Flight Center (NASA GSFC) and the Na-
tional Oceanic and Atmospheric Administration’s En-
vironmental Technology Laboratory (NOAA/ETL) de-
ployed a suite of radiometers covering 25 channels in
the frequency range of 20 GHz up to 340 GHz. Nearly
consecutive radiometer data were collected for 23 days
during March 1999 at the DOE ARM NSA/AAO
CART site located at N71°19.378', W156°36.934" just
outside Barrow, Alaska. The site is located at 12 m
above sea level just a few hundred meters from the
Chukchi Sea. Table 1 summarizes the MMW radiom-
eters and the measurement channels deployed for the
experiment. (A description of the operational ARM in-

struments at the NSA/AAO may be obtained at their
Web site online at www.arm.gov.)

The radiometers were set up adjacent to one another
and oriented to scan from east to west across the sky.
The instruments were separated by less than 2 m, and
thus the zenith observations were essentially coincident
and observed the same air column. The Circularly
Scanning Radiometer (CSR) and O2 Scanning Radi-
ometer scanned 360°. Details of the operation and cali-
bration of the O2 Scanning Radiometer can be found in
Westwater et al. (1999). The CSR is an instrument spe-
cifically designed for the NSA experiment. The CSR
completes one scan cycle every 120 s during which time
a 120° sector of the sky is scanned and two blackbody
calibration references are observed; one reference is
heated to ~330 K, while the other was maintained at

TABLE 1. Millimeterwave radiometers deployed during the Arctic winter experiment.

Radiometer

Channels (GHz)

Scan geometry

Millimeterwave Imaging Radiometer
(MIR)

DOE Multichannel Microwave
Radiometer (DOER)

Scanning-O2

183.31 = 7, 220, 340

36.5, and 89.0
60.5

Circularly Scanning Radiometer
(CRS)
325 * 3,325 = 8,340

89, 150, 183.31 = 1, 183.31 = 3,

20.735, 21.485, 22.235, 22.985, 23.735,

183 = 05,183 = 1,183 = 3,183 £ 5,
183 = 7,183 = 12,183 £ 15,325 = 1,

3.5° beamwidth scanned in elevation angle from
70° toward the west to 20° toward the east

4.0° beamwidth scanned in elevation angle from
70° toward the west to 20° toward the east

6.6° beamwidth scanned 360° in elevation angle
from west toward the east

6° beamwidth scanned 360° in elevation angle
from west toward the east
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the outside ambient temperature. Due to the long pe-
riod between calibrations, a reference differencing
technique was employed. The MMW channels used a
chopping wheel to alternatively observe an internal ref-
erence and the scene. The MW channels used ferrite
switches to switch between the scene and an internal
reference. Problems discovered with the ferrite
switches after the experiment made the calibration of
the MW channels suspect. Therefore, these data are not
included in the present analysis. Also, the 325-GHz
data are not included in this analysis due to excessive
noise in the data. The tipping curve calibration tech-
nique (tip-cal) as described by Han and Westwater
(2000) was applied to the following CSR channels: 183
+ 7,183 = 12,183 £ 15, 340 GHz. The tip-cal was not
applied to the 183 = 0.5, 183 = 1, 183 = 3, and 183 =
5 GHz channels due to the higher opacity of these fre-
quencies. The application and limitations of the tip-cal
technique including the effect of antenna pattern cor-
rection for low elevation angles can be found in Han
and Westwater (2000).

The DOER and the MIR had obscured views to the
west and thus their scan elevation angle was limited
from 70° toward the west to 20° toward the east. The
obscured view limited our ability to apply tipping cali-
bration corrections to these data. A description of the
DOER may be found in Racette et al. (1998). The cold
weather affected the performance of the sensor that
measures the elevation angle; thus the ability to apply
the tip-cal to the DOER data was severely compro-
mised. These data are not included in the present analy-
sis. The MIR instrument has a long heritage of making
brightness temperature images from onboard the
NASA high-altitude ER-2 aircraft. A description of the
MIR instrument, its operation and calibration can be
found in Racette et al. (1996). The instrument uses two
blackbody calibration references to achieve absolute
calibration; one reference is heated to ~328 K, while
the other is allowed to float at the ambient tempera-
ture. Studies performed on the calibration of the MIR
indicate the uncertainty in brightness temperature is ~2
K for all the channels for TB measurements between
200 and 300 K. For TBs lower than 200 K the uncer-
tainty of the measurements degrades due to extrapola-
tion of the calibration data. Calibration studies with the
instrument have revealed a source of calibration error
due to limitations of the beam efficiency that is accen-
tuated at lower TBs (Racette et al. 1995). This effect is
most significant for the 89-and 150-GHz channels. For
this reason, the tip-cal technique was applied to these
two channels. The tip-cal technique was not applied to
the other MIR channels because the other channels
measure higher TBs, the uncertainty in the measure-
ment of the elevation scan angle, and the inability to
perform a symmetric (with respect to zenith) scan.

Over the duration of the experiment, 10 sets of cali-
bration measurements were performed using the MW
radiometers deployed for this experiment. Each set of
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calibration measurements consisted of views of three
blackbody references. One blackbody was stored out-
side, and therefore its measured temperature was very
close to that of the outside air temperature. The second
blackbody was stored inside a heated shelter. Its tem-
perature was approximately 295 K, and it was observed
to slowly decrease during the interval that the calibra-
tion measurements were made. The third blackbody
was immersed in liquid nitrogen. These 10 sets of mea-
surements were not used to apply any correction to the
collected data but were used instead to study the sta-
bility and uncertainty in the brightness temperature
measurements.

During the experiment, the CART site operated a
full suite of atmospheric remote sensing instrumenta-
tion (Stamnes et al. 1999). For the present analysis, we
have made extensive use of the MWR, Viisila Ceilo-
meter, and surface meteorological measurements from
the 60-m tower. In addition to the usual CART site
instrumentation, the NOAA Depolarization and Back-
scatter Unattended lidar (DABUL), the State Univer-
sity of New York Rotating Shadowband Spectroradi-
ometer (SUNY RSS), and other surface based meteo-
rological instrumentation were deployed during the
intensive observation period. Viisdla HUMICAP RS-
80 type radiosondes (identified as ARM in subsequent
discussion and figures) were launched daily at the
CART site. At the nearby National Weather Service
station in Barrow, radiosondes (identified as NWS)
with VIZ resistive humidity sensors were launched
twice daily. Both the VIZ radiosondes (Wade 1994)
and the Viisidlda RS80 radiosondes can have problems
accurately measuring low amounts of water vapor. Five
radiosondes with chilled-mirror humidity sensors were
also launched during the observation period. The
chilled-mirror measurements were intermittent and of-
ten contained suspect humidity values. Therefore, the
chilled-mirror measurements are not considered in the
present study.

Observations

The experiment benefited from a wide variety of
Arctic winter atmospheric conditions ranging from
clear and calm skies to blowing snow and heavy multi-
layer cloud coverage. Figure 5 summarizes the data col-
lected throughout the experiment. Figure 5a shows data
obtained from the cloud ceilometer. Light-blue symbols
indicate the detected cloud base height; the periods
during which the ceilometer recorded clear-sky condi-
tions are indicated by the blue symbols at 5000 m. Fig-
ure 5b shows retrieved PWYV made using data from the
CART site MWR. Overlaid on MWR retrievals are
PWYV calculations based upon the NWS (circles) and
ARM (squares) radiosonde measurements. Because of
the known problems associated with aging of the
HUMICAP RS-80 humidity sensors, we applied the
Viisild correction algorithm (Lesht 1999) to the mea-
surements. The PWYV values from the original data are
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ments and the model published in Rosenkranz (1998) (squares and circles).
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TABLE 2. Average and standard deviation of (Measured — Calculated) TB(K) for three absorption models. Clear conditions deter-
mined from ceilometer. Measured data are 1-h averages centered around NWS and ARM radiosonde release times. Values in boldface
italics indicate best agreement between measured and calculated values. Sample sizes: NWS_RAOB = 18; ARM_RAOB = 9.

L87-AVG L87-SDE ROS-AVG ROS-SDE L93-AVG L93-SDE

MWR 23.8

NWS_RAOB 0.55 0.19 0.17 0.19 -0.11 0.19

ARM_RAOB 0.54 0.41 0.17 0.38 -0.12 0.38
MWR 314

NWS_RAOB 0.82 0.09 0.28 0.09 -0.01 0.09

ARM_RAOB 0.81 0.11 0.26 0.10 -0.03 0.10
MIR 90

NWS_RAOB —1.03 0.31 -1.72 0.32 -0.51 0.32

ARM_RAOB —0.95 0.53 —1.65 0.46 -0.49 0.46
MIR 150

NWS_RAOB 0.65 1.55 0.31 1.69 —3.52 1.69

ARM_RAOB 0.53 1.26 0.23 1.15 —3.69 1.15
MIR 220

NWS_RAOB 3.14 2.57 4.15 2.58 —6.82 2.58

ARM_RAOB 2.43 3.00 3.47 2.68 —7.54 2.68
MIR 340

NWS_RAOB 0.41 5.65 0.69 5.70 —15.86 5.70
ARM_RAOB 0.65 5.67 0.93 5.24 —15.07 5.24
MIR 183 +/— 17

NWS_RAOB —3.62 4.68 1.24 4.79 —10.14 4.79

ARM_RAOB —4.61 6.12 0.23 5.21 —10.98 521
MIR 183 +/—= 3

NWS_RAOB —16.71 8.82 —13.84 8.80 —22.53 8.80

ARM_RAOB —15.51 6.91 —-12.95 7.07 -21.1 7.07
MIR 183 +/—1

NWS_RAOB —19.94 11.42 —21.87 11.53 —23.65 11.53

ARM_RAOB —11.20 429 —14.30 4.67 —15.64 4.67

somewhat drier than those made from the corrected
profiles. The average and maximum differences be-
tween the original and corrected PWYV are 0.27 and 0.56
mm, respectively. In this study we present results using
only the corrected profiles. The PWYV varied from ~0.8
to ~5.7 mm during the experiment.

Figure 5c shows the temperature measured near the
surface and at 40 m by sensors on the meteorological
tower. The near-surface temperature varied between
about —42° and —18°C over the course of the experi-
ment. The coldest and driest conditions were experi-
enced during two periods of prevailing clear skies on
Julian days 67-71 and 85-89. During these times the
PWYV was ~2 mm or lower. During the first period the
surface temperature was ~10°C colder than during the
later period although the PWV was about the same.
During Julian days 85-89 a well-defined inversion layer
existed and a prominent diurnal fluctuation is observed.
During the clear period on Julian days 67-71, the at-
mosphere exhibited collapse and reformation of the
temperature inversion layer as shown by the tower sen-
sors. Cloudy conditions with occasional snow were
prominent during Julian days 72-84.

Figures 5d and 5e show TB measurements made by
the MIR over the duration of the experiment. Forward-
model TB calculations derived from radiosonde mea-
surements are indicated by symbols; the NWS and
ARM RAOBS are indicated with circles and squares,
respectively. Forward model calculations were made

using the most recent absorption model published by
Rosenkranz (1998). We note that a correction to the
original 1998 paper was published by Rosenkranz
(1999). Significant differences between the forward-
modeled TBs and those measured by the MIR are ob-
served for all the radiosonde calculations. The TB mea-
surements made near the 183-GHz absorption line are
generally lower than the forward modeled TBs,
whereas in the window regions near 150, 220, and 340
GHz, the measured TBs are higher than the forward-
modeled brightness temperatures. A statistical com-
parison of the measured and modeled TBs is presented
in Table 2 and discussed in section 4e.

Significant response of the MMW channels to the
presence of clouds can be seen in the line plots of Fig.
Se and Fig. 5f between Julian days 72 and 84. Images
produced by the window channels of the scanning ra-
diometers during these times of cloudy conditions (not
shown in this paper) demonstrate the potential of
MMW radiometry for studies of arctic clouds. In this
study, however, we limit our analysis to modeling and
estimating PWV during clear conditions.

A time series comparison of data from the MIR and
CSR is shown in Fig. 6. The data are shown from the
last 4 days of the experiment when the prevailing me-
teorological conditions were clear, dry, and cold. The
brightness temperatures from the CSR are shown with
the channels indicated on the right-hand side. The MIR
TB measurements are plotted as colored lines with the
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channels indicated on the left-hand side of the figure.
The MIR and CSR data have been averaged to the
same time scale. The noise on the MIR data is less than
on the CSR data due to the better radiometric resolu-
tion and more frequent sampling of the MIR measure-
ments. The consistency of the measurements from all
the channels is apparent. The four channels that the two
instruments have in common nearly overlie one an-
other. The average difference between the CSR and
MIR brightness temperatures (CSR — MIR) are 2.02,
—2.25,0.18, and 0.45 K for the 183 = 1, 183 £ 3,183 =
7, and 340 GHz channels, respectively. Discrepancies at
the 183 £ 1 and 183 £ 3 GHz channels can partly be
explained by small passband response differences.
Also shown on Fig. 6 are the forward-modeled TBs
based on the NWS and ARM radiosondes (same as in
Figs. 5d—e). The error bars shown represent errors as-
sociated with uncertainty in the radiosonde tempera-
ture and humidity measurements. The errors were
found by scaling the temperature profiles by =0.2 K
and the humidity profiles =5% in relative humidity and
calculating the deviation in forward modeled TBs.
These error values were suggested by Viisila, Inc. (K.
Goss, Viiisild, Inc., 2003, personal communication) for
the RS80 radiosondes. The humidity errors may be
greater for relative humidity less than 20%. These same
error values have been used for the VIZ NWS radio-
sondes. Furthermore, the analysis assumes that the
temperature and humidity errors are correlated.

The frequency of the local oscillator is another factor
that can affect the TB measurements of the channels
near 183 GHz. Both the CSR and MIR use Gunn diode
oscillators with nominal frequency of 91.655 GHz to
drive subharmonic mixers. Deviation in the local oscil-
lator frequencies can appear as an error in measure-
ment when comparing measured TBs between instru-
ments or with model calculations. Based on laboratory
measurements of the Gunn oscillator and instrument
temperature measurements made during the experi-
ment, we expect the maximum range of the MIR Gunn
frequency to be between 91.725 and 91.805 GHz. The
deviation in frequency from the nominal value corre-
sponds to a maximum frequency offset from the 183.31-
GHz absorption line center of 300 MHz. Forward
model calculations show that the error in TB for a 300
MHz offset is at most 0.2, 0.4, and 0.1 K for the 183 =
1, 183 = 3, and 183 = 7 GHz channels, respectively.
Since deviation in the local oscillator frequency does
not affect the brightness temperature calibration, we
treat errors resulting from local oscillator frequency
offset as model uncertainties.

Previous calibration studies made using the MIR,
studies using the tip-cal technique, the 10 sets of mea-
surements made using the three blackbody references,
and the comparison of the independently calibrated
measurements lead us to a conservative estimate of the
calibration uncertainty of *3 K for all the channels
over the range of brightness temperatures observed
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throughout the experiment, except for the 89- and 150-
GHz channels. The uncertainty of the 89- and 150-GHz
channels is somewhat greater (=5 K for TBs less than
40 K).

For the periods of clear sky, the MWR channels ex-
hibited a dynamic range not exceeding 3.5 K, whereas
the MMW channels exhibited responses in excess of 50
K over the same period. The greater response to
changes in precipitable water vapor is demonstrated by
closer examination of the measured brightness tem-
peratures made during one clear day. Figure 7a shows
the PWYV retrieved using the MWR measurements on
Julian day 70. The brightness temperature fluctuations
measured by the MWR and MIR are shown in Figs. 7b
and 7c, respectively. The brightness temperatures mea-
sured at 0400 UTC are subtracted from the measure-
ments made over the remainder of the day. The water-
vapor content decreases from 1.85 mm at 0400 UTC to
1.55 mm at 1900 UTC. Thus, the channel that shows the
strongest sensitivity to water vapor is actually 183 *+ 3,
as shown in Fig. 2 for 1.5 < PWV < 2.5 mm. When the
water-vapor content approaches 1.5 mm, the 183 = 1
becomes stronger than other channels, as shown in Fig.
2 for PWV < 1.5 mm. Also, looking at Fig. 3 it is evi-
dent that the slope of TB versus PWV for 183 = 1
changes very rapidly around 1.5 mm. When the PWV
decreases from 2 to 1.5 mm, the 183 *= 1 channel be-
comes more and more sensitive. The 183 = 3 channel
also exhibits an increase in sensitivity, although to a

lesser extent, while the 183 * 7 channel’s sensitivity
changes much less. The MWR is remarkable in that it
can yield reliable estimates and track changes in low
PWYV even though the dynamic range of its signals is so
small. However, as illustrated by the analysis of section
2b(2), the uncertainty of low PWV estimates based
upon MWR measurements is extremely sensitive to
relatively small errors in calibration. This fact was
demonstrated by the discovery of calibration-based er-
rors in the MWR data and is discussed in the next sec-
tion.

4. Analysis and discussion

a. MWR calibration issues

Comparisons of retrieved PWVs were made using
measurements from the MWR and the MIR and CSR
183 = 7 GHz channels. The MIR-based retrievals were
made using the “full” iterative physical retrieval de-
scribed in section 2b(1), whereas the CSR-based re-
trievals were performed using a noniterative statistical
retrieval technique (Westwater 1993). Both the MIR-
and CSR-based 183 * 7 GHz retrievals agree excep-
tionally well, even though they used two independently
calibrated datasets and fundamentally different re-
trieval algorithms. However, when we used the original
MWR data that were calibrated by the ARM opera-
tional calibration procedure we discovered significant
differences in the MWR retrieved values and those de-
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rived from the CSR and from the MIR. These differ-
ences existed not only in the magnitude of the values
but also in the hourly trends of the time series. The
discrepancies led us to examine the calibration tech-
nique used with the MWR instrument.

The MWR calibration is based in part upon the ap-
parent brightness temperature of an internal noise di-

ode that is injected through a directional coupler. The
noise temperature of this diode is adjusted to be con-
sistent with tip-cal measurements. In the original cali-
bration algorithm, tip-cal measurements averaged over
several hours were used to adjust the noise temperature
of the diode (Liljegren 2000). By eliminating the aver-
aging and using the “instantaneous” tip-cal measure-
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ment to adjust the noise diode temperature (Cimini et
al. 2003; Han and Westwater 2000), a dramatic im-
provement in the consistency of the measurements in
all three instruments is achieved. Figure 8a shows the
TB measurements of the two MWR channels before
and after modification to the calibration algorithm. The
modified data are clearly less noisy, differing from the
original brightness temperatures by as much as 2 K. We
note that over the entire month of clear-air data, the
total range of the 23.8-GHz TB data was ~3.5 K, so that
a 2-K calibration error can lead to significant error in
retrieved PWV. In Fig. 8b the MWR-based retrievals
using the original and modified calibrations are shown
(the modified MWR TB data is also used to estimate
the PWYV in Fig. 5b). Corrections to the retrieved PWV
are seen to exceed 100% at certain times, for example,
between Julian days 68 and 69. In all other uses of MWR
data in this paper, we use only the data that were recali-
brated by the Han and Westwater (2000) tip-cal method.

b. Model comparisons

Westwater et al. (1990) performed a study in which
MW TBs were calculated from contemporary absorp-
tion models and then compared with well-calibrated
radiometer measurements. Since then, several new
models have been developed. However, the original
model of Liebe and Layton (1987) has still proven to be
an excellent one, and we use it as one of our candidate
models. For simplicity, we refer to the model as L87.
This model is very close, but not identical, to the model
published by Liebe (1989). Based on measurements not
available in 1987, Liebe et al. (1993) updated the L87

model, and made several modifications to the water-
vapor continuum, the 22.235-GHz water-vapor line pa-
rameters, and the 5-mm O2 band parameters. We refer
to this model as L93. Finally, Rosenkranz (1998) made
additional modifications to L87 and L93; the 5-mm O2
model is based on Liebe et al. (1992). This model
(ROS) is the most contemporary that we consider.

To study the behavior of the three models as a func-
tion of frequency, we selected a cold, dry profile mea-
sured during the experiment (PWV = 0.8 mm), and
then extrapolated the profile above its highest level
(~20 mb) to a level of 0.1 mb. The entire profile had a
total of 413 levels from the surface at 1028.2 mb to the
upper level of 0.1 mb. The calculated zenith-viewing
TBs from 1 to 350 GHz are shown in Fig. 9a. It is
apparent that there are substantial differences among
the models in some parts of the spectrum, especially
above 200 GHz, where the L93 departs significantly
from the other two. Changes in line parameters and
different continuum formulations account for these dif-
ferences. The differences among the three models are
more apparent in Fig. 9b; here we show the computed
model differences from L87 using the same profile. Dif-
ferences between the models exist, not only in the win-
dow regions, but also around the water-vapor lines at
183.31 and 325 GHz. These differences can be as large
as 10 K. To illustrate the apparent differences around
the 60-GHz O2 band and the 118-GHz O2 line, we
computed the differences for the same profile, but with
the humidity set to zero. As shown in Fig. 9c, significant
changes in the O2 line parameters and interference co-
efficients exist in these models.
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Scanning Radiometer with a first guess derived from RAOBs.

¢. Retrieval of temperature profiles using O2
Scanning Radiometer data

Data from the O2 Scanning Radiometer were used to
derive temperature profiles of the lower troposphere
(Leuski and Westwater 2001). For the data we present
here, we used temporally interpolated radiosondes as a
first guess for our retrieval. The interpolation time step
was 15 min and a vertical height grid of 30 m was se-
lected for retrievals up to 1500 m. The initial guess was
used in the linear retrieval method of Tikhonov-
Twomey (Tikhonov and Arsenin 1977; Twomey 1977).
The surface temperature, Tg as measured by the instru-
ments on the meteorological tower at the CART site, is
used to determine the brightness temperature in the
horizontal direction. If 6 is the elevation angle, then we
assumed TB(0) = T, Next, the relative variations,
ATB(6) from horizontal viewing, together with the
measured gain, are used to determine TB(6)—that is,
TB(6) = ATB(6) + T The scale factor g between
measured voltage v and TB, was determined by diurnal
changes in 75 and the corresponding voltage at 6 =
0°—that is, ATB(0) = g [v(6) — v(0)]. A time-height
cross section of the 60-GHz temperature retrievals is
shown in Fig. 10. A great deal of structure in the tem-
perature profile is revealed in the figure. Particularly
evident is strong diurnal dependence on the tempera-
ture inversion near the surface. The temperature pro-
files obtained from the 60-GHz radiometer data are
used in the PWYV retrievals discussed in the next sec-
tion.

d. Clear-sky comparisons of retrieved PWV

Single-channel PWYV retrievals were performed using
the six channels of the MIR data for periods of clear
conditions. The results are shown in Fig. 11. The “full”
retrieval algorithm described in section 2b(1) was used
with the forward model of ROS. The results shown are
based upon a single parameter, that is, PWV. The re-
sults presented are limited to the period of predomi-
nantly clear conditions between Julian days 85 and 89;
only those times in which the ceilometer recorded
clear-sky conditions over a 15-min interval are included
in the figure. The PWVs calculated from data of the
ARM corrected Viisdld RS-80 radiosondes are over-
laid on the retrieved values. Discrepancies as large as
100% exist between retrieved values obtained using
various channels. The MWR measurements (using both
the 23.8- and 31.4-GHz channels) retrieved values con-
sistently yield the highest values of PWV, whereas the
retrieved values for the 183 = 1 and 183 * 3 GHz
consistently yield the lowest retrieved PWYV values. The
183 *= 7 GHz and 340-GHz retrievals agree very well
with each other. The differences in the retrieved values
are consistent with the discrepancies in the forward-
modeled TBs based upon the RAOBs and the mea-
sured TBs shown in Fig. Sc. The window channels yield
higher estimates of PWV, while the measured TBs are
greater than those of the forward-model calculations.
The converse is true for the channels nearest the peak
of the 183-GHz absorption line.

Also shown in Fig. 11 are comparisons of the re-
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F1G. 11. Clear-sky single-channel PWV retrievals using a variety of MMW channels. The

PWVs measured by the ARM (squares) and NWS (circles) radiosondes are indicated. The red
line (3 X 183 and 89) indicates the results of a multichannel retrieval using the 89, 183 + 1, 183
+ 3, and 183 = 7 GHz channels. The diamonds indicate retrieved values based on measure-

ments from the Rotating Shadowband Spectroradiometer.

trieved PWYV derived from solar absorption measure-
ments made using the RSS. The RSS retrieval takes
advantage of the differential absorption due to water
vapor in the 940-nm spectral regions. The atmosphere
is assumed to be horizontally homogeneous to obtain
estimates of the PWV along a zenith path. The RSS
retrieval technique and results were presented by
Kiedron et al. (2001). Good consistency (correlation
0.95) is achieved between the RSS-based retrievals and
those obtained using the MW and MMW measure-
ments. The RSS retrievals fall between the retrievals
from 183 = 3 GHz and 183 = 7 GHz MIR channels
with an average bias of —0.205 and +0.120 mm, respec-
tively.

Single-channel retrievals were also performed using
the L93 and L87 models. The differences we found in
the retrieved values between channels are comparable
to the differences obtained when using the ROS model,
albeit the absolute values in the retrievals differ in a
manner predictable from the differences between mod-
els in the forward-modeled TBs. A statistical compari-
son of the forward-modeled TBs with the measure-
ments is presented in the next section. Multichannel
retrievals were also performed using all three models.
The results of the multichannel retrievals take the form
of a weighted average of the same single-channel re-
trievals. The retrieval results using the 89, 183 = 1, 183
+ 3, and 183 = 7 GHz combination are shown.

The 7-yr dataset used to derive the curves in Fig. 3
were used to calculate the response of each channel to
small changes in PWV. The data were fit to a linear
model for values of PWV between 0.5 and 1.5 mm. A
linear response is a reasonable approximation over this
small interval; however, due to the highly nonlinear
PWV-TB relationship, the calculated slopes are some-
what sensitive to the range over which the linear model
is fit. The calculated slopes in kelvins per millimeter are
1.25, 0.34, 1.81, 6.95, 78.6, 75.0, 39.2, 14.6, 44.5 for the
23.8,31.4, 89, 150, 183.31 = 1, 183.31 = 3, 183.31 = 7,
220, and 340 GHz channels, respectively. If a 3-K in-
strument error is assumed (0.3-K error for the 23.8-
GHz and 31.4-GHz channels), the corresponding error
in PWV (in mm) would then be 0.24, 0.87, 1.66, 0.43,
0.038, 0.040, 0.076, 0.205, and 0.067 for the channels as
listed above. The differences in the retrieved PWV
shown in Fig. 11 are significantly greater than can be
explained from instrument error alone. However, it is
encouraging that the temporal changes in all of the
channels are in phase with each other.

e. Statistical comparisons of absorption models
using forward-modeled TBs from the RAOB
soundings and measured TBs

Using the Viisild ceilometer to identify cloud-free
conditions within *+30 min of radiosonde release time,
a total of 18 NWS and 9 corrected ARM RS-80 sound-
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Fi1G. 12. (a) Relative humidity profile measured by NWS radiosonde launched at 87.0 (solid
line). The same profile with the RH set to 5% for altitudes greater than 10 km (dashed line).
(b) Forward-modeled TB differences near the 22.2-GHz absorption line. (c) Forward-
modeled TB differences near the 183-GHz absorption line. Note that the upper and lower
sidebands are averaged and so the AFreq is the offset from the line center.

ings were determined to be cloud free. Forward-
modeled TBs from the three models were calculated
using these radiosonde profiles. In Table 2, we show
statistical comparisons between the calculations and
near-concurrent TB measurements. The TB measure-
ments were averaged over a 1-h period centered about
the time of the radiosonde launch. It is apparent that if
the corrected ARM RAOBS and the NWS RAOBS are
more representative of atmospheric truth, then the L93
model TBs are considerably higher than the MIR ob-
servations at 183 = 7, 220, and 340 GHz. However, the
L93 model is the best match for the MWR 23.8- and
31.4-GHz channels. All three models differ by as much
as 0.55 and 0.82 K at 23.8 and 31.4 GHz, respectively. In
general the differences between the L87 and ROS mod-
els are close in magnitude, although the differences are
significant for some channels, that is, 31.4 GHz. As dis-
cussed by Westwater et al. (2001), these differences are
primarily due to the modeling of O, absorption. The
TB differences for the 183 = 1 and 183 = 3 GHz chan-
nels are conspicuously large, much larger than can pos-
sibly be explained by radiometer measurement error.
The differences between the NWS and ARM statistics
for the 183 = 1 and 183 *= 3 GHz channels can be
attributed to differences in the local conditions where
the radiosondes were launched. Local heating and
sources of water vapor within the city of Barrow where
the NWS radiosondes were launched could result in

increased values of calculated TBs. The associated
large standard deviations and relatively small sample
size limits the statistical significance of the difference
between these models. Furthermore, the uncertainties
in the RAOB measurements of water vapor, together
with the uncertainties in the MIR and CSR calibrations
of ~3 K, do not allow us to make a definitive statement
regarding which of the L87 and ROS models is better.

f- Influence of upper-tropospheric water vapor on
183-GHz measurements

One explanation for the large biases observed be-
tween the measured and forward modeled TBs near the
183-GHz absorption line comes from closer examina-
tion of the weighting functions in Fig. 2. For low PWV
the 183 = 1 and 183 * 3 GHz exhibit greater sensitivity
to water vapor in the upper troposphere and strato-
sphere. The weighting function for the 183 * 1 channel
monotonically increases with height for PWV less than
5 mm. These 183 channels exhibit the most sensitivity
where the NWS and ARM sondes have the greatest
error. The VIZ carbon resistive humidity sensor and
Viisidla HUMICAP RS80 are known to have problems
measuring low amounts of water vapor, that is, relative
humidity (RH) <20%. Wang et al. (1995) in a report on
a comparison study made using MIR airborne measure-
ments found that errors in the VIZ radiosonde humid-
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ity measurements could cause errors in the 183 £ 1
GHz forward modeled TBs as large as 10 K. We have
examined the effect of errors in humidity measurement
on ground-based measurements by modifying a radio-
sonde humidity profile.

Figure 12a shows two humidity profiles. The solid
curve is an NWS radiosonde RH profile obtained at
Julian day 87.0. The sounding gives ~20% RH for
heights above 10 km which is probably in error. In the
profile shown by the dashed line, the relative humidity
has arbitrarily been reduced to 5% for heights greater
than 10 km. The forward modeled brightness tempera-
tures were calculated using ROS for these two profiles.
The TB differences near the 22 and 183 GHz are plot-
ted in Figs. 12b and 12c. The differences in TB are large
at frequencies close to the absorption line center. The
differences in the 183 = 1 and 183 * 3 are 12 and 4 K,
respectively. Thus, a significant part of the discrepan-
cies between the measured and modeled TBs can be
explained by inaccurate measurements of the upper-
tropospheric humidity. Inadequate knowledge of the
water vapor in the upper troposphere and lower strato-
sphere does not permit us to quantify the extent that
the discrepancies observed can be attributed to errors
in the radiosonde.

5. Summary and conclusions

Accurate measurement of water vapor during dry
conditions is important for modeling the radiation bud-
get in polar regions. Based on a history of radiosondes
launched by the National Weather Service (NWS) at
Barrow, Alaska, we found that dry conditions at Bar-
row are prevalent over a substantial fraction of the
year. A probability distribution of PWV constructed
using these radiosondes shows that there is a high per-
centage of cases (~50%) in which PWV is less than 5
mm—that is, those cases in which 183-GHz radiometry
is promising. In this paper we evaluated theoretically
the potential of MMW radiometry for measuring low
amounts of PWV, presented experimental data, and
pointed out the difficulties associated with such mea-
surements.

Weighting function analysis shows the greatly en-
hanced sensitivity of the 183-GHz region to water va-
por at low concentrations (PWV < 5 mm); at higher
concentrations (PWV > 10 mm), the sensitivity of mea-
surements made using the 23- and 31-GHz channels is
adequate to retrieve PWYV to better than 5% uncer-
tainty. A combination of MW and MMW measure-
ments yields adequate sensitivity over the entire range
of PWV expected in the polar regions. The weighting
functions near the 183-GHz channels, especially for
PWV > 2 mm, show a nonnegligible dependence on
temperature. The use of either RAOBs or 60-GHz ra-
diometer temperature-profile measurements improves
the accuracy of the 183-GHz retrievals. We have de-
scribed a flexible retrieval algorithm for LWP and
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PWYV from ground-based measurements. Using a col-
lection of representative atmospheric profiles, we have
simulated the expected retrieval performance of vari-
ous channel combinations for conditions that are expe-
rienced at higher latitudes. The results show, that in the
absence of ice cloud, a combination of channels from 23
to 183 GHz can yield very accurate estimates (uncer-
tainties <5%) of PWV in very dry to moist atmo-
spheres. These results are consistent with the weighting
function analysis. This study indicates that the channels
centered about the 183-GHz absorption line together
with the existing MWR channels could provide com-
plete measurement coverage for all of the PWV condi-
tions encountered at Barrow.

The NASA GSFC and NOAA/ETL deployed a suite
of radiometers covering the spectral range from 20 to
340 GHz. High-quality radiometric measurements were
made over a 23-day period between 7 March and 30
March 1999. Two radiometer systems with redundant
channels were independently calibrated. The NOAA/
ETL radiometer used the tip-cal technique, while the
NASA GSFC MIR system used hot and ambient cali-
bration references to achieve calibration, with the ex-
ception of the 89- and 150-GHz channels, which used
the tip-cal. Data from the redundant channels were in
basic agreement.

Several very cold, dry, and clear days have been ana-
lyzed and, on a daily basis, these data show substantial
fluctuations in the MMW brightness temperatures
(some 25-30 K), while corresponding variations in the
ARM MWR were less than 0.5 K. During cloud-free
conditions observed over the experiment, the range of
TB variations for the MWR was 3.5 K; over the same
interval, the range of TB from the 183 * 7 GHz channel
was 70 K.

Initial PWV comparisons derived from MMW mea-
surements and from measurements made by the two
MWR systems showed large discrepancies. Upon closer
examination, the discrepancies were attributed to cali-
bration errors in the MWR, some as large as 2 K. Ap-
plication of the Han and Westwater (2000) calibration
algorithm for the MWR yielded much better agreement
between the MWR and MMW PWYV measurements.

Comparisons of contemporary absorption models
show that substantial differences exist among them.
The differences in these absorption models represent a
substantial fraction of the error in retrieved PWV val-
ues. Determining an adequate model will provide sub-
stantial benefit to remote sensing by MMW radiometry.
Comparisons of forward-modeled brightness tempera-
ture calculations based on radiosonde profiles and ra-
diometer measurements show significant differences.
For the MWR channels, the Liebe et al. (1993) model
agreed best with the measurements with better than 0.1
K bias and a standard deviation of better than 0.2-K
root-mean-square. However, for the MMW channels,
the Liebe et al. (1993) model significantly over pre-
dicted TB. The uncertainties in RAOB measurements
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of water vapor, coupled with MIR and CSR calibration
uncertainties of ~3 K, did not allow us to make a clear
choice between the Liebe and Layton (1987) and the
Rosenkranz (1998) absorption models. The observed
differences could be due to uncertainty in radiosonde
data, absorption models, radiometer calibration or,
most likely, a combination of these. The largest differ-
ences observed were between measurements and cal-
culations at the 183 = 1 and = 3 channels. We showed
that at least some of these differences could be ex-
plained by incorrect radiosonde measurements of water
vapor in the upper troposphere and lower stratosphere.

Single-channel and multichannel retrievals were per-
formed using a combination of MW and MMW data.
Differences as large as 50%-100% in the retrieved
PWYV values are consistent with differences observed in
the forward-model TB comparisons. These differences
are attributed to errors in the absorption model, errors
in the background temperature field and radiometer
calibration. Additional measurements and further re-
finement of experimental design are needed to quantify
the error sources. Emphasis should be placed on reduc-
ing the uncertainty of the radiometer measurements
and improving the quality and quantity of radiosonde
launches at the experiment site. An examination of the
accuracies of the absorption models in the context

Overall, the study shows that using 183-GHz radiom-
eters to improve MWR retrievals at low amounts of
PWYV is sound, with a roughly 25-fold increase in dy-
namic range during very dry conditions. A variety of
simulations and theoretical considerations all suggest
that better than 5% percent accuracy can be obtained
during clear conditions for the range of PWV expected
in the polar regions. However, retrieval of PWV using
MMW radiometric measurements is complicated by ab-
sorption model uncertainties as well as uncertainties in
the radiometric measurements and background field.

Zenith brightness temperatures collected during the
intensive observation period along with data documen-
tation are available on the ARM archive (online at
WWW.arm.gov).
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