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Foreword
The Thermodynamic Profiling Technologies Workshop was convened on 12-14 April 2011 to assess the merits of ground-based 
 remote sensing technologies applicable to highly resolved observations and analyses of temperature and moisture in the 
lower troposphere over land.  Such observations are central to some of the most important research and operational goals in 
 atmospheric and Earth system studies, mesoscale numerical weather prediction, and monitoring of regional climate variability.  
The Workshop was also motivated by the recommendations of the NRC study Observing Weather and Climate from the Ground Up; 
A Nationwide Network of Networks (2009, available at http://www.nap.edu/catalog.php?record_id=12540), several of which dealt 
with observational priorities in the low troposphere.

Workshop Objectives

•	 Identify currently available and potentially suitable profiling technologies, singly or in combination, that show 
promise to meet or exceed “reasonable” performance requirements and potentially attractive cost-performance 
trade-offs for a national multi-use network.

•	 Identify what, if any, additional technological advancements may be necessary to achieve satisfactory perfor-
mance or a more cost effective lifecycle solution for:  a) the national multi-use network; and b) specialized research 
 applications. 

•	 Identify the potential for additional-variable sensing opportunities (wind, O3, SO2, CO, or PM2.5) that might be 
 accomplished and/or complemented in whole or in part by the thermodynamic observing system. 

•	 Provide a set of guiding principles with regard to profiling network performance, operations, and forecast impact 
attributes.

•	 Describe and prioritize a focused set of “testbed” activities, objectives, timetable, and metrics for success.  In general, 
testbeds should address technology performance, operational practices, and the forecast sensitivity to improved 
observations.

•	 Identify educational opportunities related to the development, testing and deployment of a national profiling net-
work, and advanced research systems.

•	 Provide input regarding NSF’s support for new research instrument developments and inform students and re-
searchers of opportunities for enhancement of observational technologies.

Participants included national and international experts from academia, research laboratories, and industry (see Appendix A).  
The format of the workshop, which extended over two and one-half days, included invited overview talks, panel discussions, and 
significant opportunities for  community input during open discussion periods.

This report summarizes presentations and discussions from each of the workshop sessions.  Issues addressed in the report include 
motivation for the workshop, overview of the major technologies available for observing thermodynamic profilers, and a discus-
sion of how technologies could be incorporated into a workshop.  Recommendations on the next step are presented.
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SummARy oF mAjoR WoRkShoP FiNdiNgS

Following is a list of major points and conclusions from the workshop based on the oral presentations and major discussion sessions:

•	 The requirements for thermodynamic profiles are highly dependent on the specific applications.  Among the more demanding 
performance requirements are those intended to improve forecasts of convective initiation and storm strength.  For this ap-
plication it was generally agreed that temperature profile measurements are needed to better than 1°C accuracy, while moisture 
profiles should be better than 1 g kg-1.  The desired vertical resolution was 50-100 m.  Such measurements are likely attainable 
with currently-available or future technologies, albeit at variable spatial resolution.  Adding wind profiles alongside thermody-
namic profiles has been shown to improve forecasts of convective activity, suggesting co-location of thermodynamic and wind 
profiling capabilities.  Knowledge of the fine scale structure of boundaries improved knowledge of moisture convergence, which 
then can be derived from timeseries analysis of continuous vertical profiles.  Such analyses would also benefit substantially from 
horizontal gradient information provided by horizontal scanning.

•	 Microwave radiometers (MWR) can be used to measure temperature, humidity, and integrated cloud amounts.  Ground-based 
temperature and water vapor profiling are characterized by weighting functions at the different frequencies that decrease contin-
uously with height and limit vertical resolution (which is ~50m near the surface and decreases to 300m aloft) with ~ 2-3 degrees 
of freedom.  Liquid water path can also be observed.  Microwave radiometer profilers have been commercially available for more 
than a decade.  Commercial microwave radiometers use statistical algorithms to provide temperature and humidity.  Retrievals 
can be enhanced through the use of additional information provided by e.g., cloud radar and ceilometer or numerical weather 
prediction model output (e.g., one-dimensional variational retrieval, 1DVAR).  Vertical scanning provides enhanced boundary 
layer temperature profiling but does not improve water vapor profiling.  Microwave radiometers provide unattended measure-
ments of water vapor at high temporal resolution, although absolute calibration still poses challenges.   Retrievals are indepen-
dent of the occurrence of clouds although heavy precipitation can affect measurements.  Significant synergy  exists  between 
MWR, lidars and passive IR retrievals.  Currently about one hundred MWR systems are operating continuously worldwide, 
although coordination among these systems is limited.  Interference from wireless communications is becoming an  increasing 
problem.

•	 Infrared radiometry for temperature and moisture profiling has an extensive heritage.  Commercially-available instruments are 
hardened and well-proven.  Retrieval techniques include “onion peeling” and the one-dimensional variational method (1DVAR).  
Automated calibration methods enable measurement of radiance to better than 1%.  Ground-based instruments provide best 
spatial resolution extremely close to the surface, with resolution degrading at higher elevations.  Current IR technologies are ca-
pable of retrieving qT profiles to 3-4 km with ~4-8 degrees of freedom.  Presence of clouds above the instruments can adversely 
affect the measurement, although co-located measurements from a ceilometers or lidar can mitigate the effect.  Measurements 
are not possible during precipitating conditions.  Deployment configuration would focus on zenith-pointing; no significant ad-
vantage is gained by scanning.  Pairing an infrared radiometer with a microwave instrument would improve the initial guess and 
 enable combined retrievals, but would increase cost.  Additional research to improve spectroscopy and addressing the benefits of 
combined  retrievals would be beneficial.  Costs of these systems would be a few hundred thousand dollars, installed.

•	 Differential absorption lidar (DIAL) is a candidate technology for a water vapor profiling network.  The technique has been 
extensively applied and validated, mostly for research applications.  State of the art research systems can measure water vapor 
concentrations to ranges of several km with better than 5% accuracy and range resolution of 100 m or so.  Automated DIAL 
systems have not been demonstrated, however recent research has indicated the potential of compact solid-state instruments 
incorporating diode laser sources and flared amplifiers for automated profiling.  Cost for such a system would likely be a few 
hundred $K.  Support for research and development to encourage technology advancement associated with small systems would 
be extremely useful.  By employing a low-cost, compact DIAL, continuous, lower troposphere water-vapor profiling with high 
absolute accuracy (error < 5 %) should be possible without need for calibration.  Such a system should be able to obtain measure-
ments with spatial/temporal resolutions of 50-300m and 15-30 min during daytime and nighttime, respectively up to 3-6 km. 

•	 Water-vapor and temperature Raman lidar systems are capable of measurements to heights of ~4 km in daytime and ~10 km 
at night with about 30m vertical resolution over 1 minute time steps.  State of the art systems have errors <5% in q and < 1°C.  
Raman instruments have demonstrated continuous automated monitoring of water vapor at the Department of Energy CART 
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site in Oklahoma and at the Swiss Meteorological Service site in Payerne, Switzerland.  Data from the Payerne lidar are being 
transmitted to the MeteoSwiss service for assimilation into forecast models.  Raman systems utilize powerful lasers and large 
telescope apertures, and also require an integrated water vapor measurement for calibration, all of which tends to increase costs.  
A Raman system for automated water vapor profiling will likely cost several hundred $K to more than $1M.  Analysis of returns 
in the rotational Raman band can be applied to measure temperature profiles, although utility of Raman lidar temperature data 
for assimilation into models has not been demonstrated.

•	 Other methods can also provide information on thermodynamic profiles, but are likely more limited in their suitability as 
sensors in operational networks.  Use of the Global Navigation Satellite Systems as a signal source and low orbiting satellites 
as receivers to estimate changes in refractive index can provide some profile information, albeit at poor horizontal resolution.  
Ground-based GPS receivers can also be used to estimate refractive index induced changes along the path between the receiver 
and individual GNSS satellites.  Application of meteorological radars to observe horizontal variations in refractive index near 
the surface computed from the radar returns from hard targets can provide maps of refractive index variations to ranges of 
about 40 km.  Another technique, DIfferential Attenuation Radar (DIAR) makes use of differential attenuation by water vapor at 
two wavelengths to derive humidity information.  However, DIAR sampling depends on the presence of a distribution of back-
ground targets at various ranges to recover water vapor profile information, so the profile depth of retrieved water vapor may 
be limited, particularly in precipitation-free conditions.  Radio-acoustic sounding (RASS) can measure virtual temperature pro-
files, but strong wind and the irritating effects of acoustic noise on nearby people are issues.  Overall, comprehensive integration 
of different methods that optimize observations with differing resolutions, advantages and disadvantages, and measurement 
methodologies (e.g., scanning versus fixed) was viewed by workshop participants as a highly desirable and probably necessary 
feature for comprehensive observations.

•	 Testbeds allow for testing of scientific theories, computational tools, and new technologies.  Testbeds can be used to compare 
instruments, such as remote sensing systems, to determine a best methodology, and/or to evaluate the accuracy of a model or 
process.  The primary users of a network of thermodynamic profilers will be the National Weather Service and associated fore-
casters that develop early warning, although researchers and model developers will also have a significant interest.  A testbed can 
be established at a single location or mobile.  Because different observations may be more or less useful for improving forecasts 
in different parts of the country, a flexible mobile testbed could be altered for specific regions.  However, moving the testbed will 
eliminate the availability of continuous long-term data at a single location.  All testbed data should ideally be saved and archived 
for research value.  A testbed should be designed and budgeted to incorporate change, and should include a role for associated 
field campaigns to provide insights into important processes.  An important aspect of a testbed is the development of clientele 
to promote synergisms among users and researchers.

•	 A proposed testbed or network should take into account the availability of other thermodynamic information such as soundings 
by balloon and airplanes (e.g., ACARS, TAMDAR), satellite-borne sensors (GNSS receivers, IR, and MW profilers, etc.), wind 
profilers, radars (radars provide the 0°C level and can detect wind shear levels that are associated with temperature and moisture 
gradient layers).  Work to optimally combine testbed data with observations from other sources will be an important component 
in evaluating the impact of the testbed instruments.
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In 2009, a Committee of the National Academy’s Board on 
Atmosphere and Climate assessed the current national needs for 
improved measurements of the lower atmosphere, particularly the 
lowest 2-3 kilometers where the vertical structure of the atmos-
phere is determined by land-surface exchange of moisture and 
 energy, orography, and turbulence.  The report from this panel 
(NRC, 2009) recognized the importance of measurements in this 
region of the atmosphere to five areas of societal needs (energy 
security, public health and safety, transportation, water resources, 
and food production) and determined that there were common-
alities that could be better addressed by a modernized observing 
system, relying primarily on remote sensing techniques that have 
been developed over the last half century.  While these suggested 
observations involved the measurement of traditional meteoro-
logical variables, they also included measurements of a wide range 
of atmospheric trace gases and particles.  Here we examine the 
state-of-the-art of current measurements of temperature and water 
vapor as fundamental indicators of the thermodynamic structure 
of the Planetary Boundary Layer (PBL) and suggest a path forward 
for national agencies to start addressing these observational needs.  
We term these measurements “Thermodynamic Profiling of the 
Troposphere” or TPT.

1.1 other Recent Assessments of 
  TPT Needs

A 1998 workshop on remote sensing of lower-tropospheric water 
vapor highlighted standard and emerging technologies (Weckwerth 
et al., 1999).  Table 3 of that paper summarizes water vapor instru-
ment performance and remains largely valid today.  The workshop 
identified scientific research requirements for improved moisture 
measurements from the planetary boundary layer, atmospheric 
chemistry, hydrology, tropical convection, severe weather, climate, 
and polar research communities.  While radiosondes and passive 
 remote sensors have been available for some time, the broad require-
ments for improved moisture measurements still remain today.  The 
recommendations of the 1998 workshop included a charge to im-
prove and develop active and passive remote sensing techniques to 
obtain four-dimensional fields of water vapor.  There was also a call 
for field campaigns for water vapor measurement validation. 

The 1998 water vapor workshop partially motivated the Interna-
tional H20 Project (IHOP_2002; Weckwerth et al., 2004) which was 
conducted in the U.S. Southern Great Plains in late spring, 2002. 
IHOP_2002 brought together many standard and state-of-the-art 
water vapor, temperature, and wind sensors to better understand 
warm-season convective precipitation.  One of the four primary 
goals of IHOP_2002 was to utilize the varied moisture sensors 
to determine the future optimal mix of operational water vapor 

measurement strategies to better predict warm-season rainfall.  
 Additionally, IHOP_2002 participants worked toward better quan-
tification of measurement accuracy, precision, and performance 
limitations.  This led to detailed intercomparisons between water 
vapor lidars and radiosondes and enhanced the confidence level 
of water vapor remote sensors (e.g., Behrendt et al., 2007a; 2007b).  
One of the remaining outstanding goals of IHOP_2002 is to 
 assimilate the varied water vapor data to create four- dimensional 
moisture fields for research and forecasting applications. 

Conclusions from the IHOP_2002 experiment showed that the 
water vapor observations, along with wind and temperature mea-
surements and radar observations, have potential for assimilation 
into numerical models.  Data assimilation from IHOP_2002 has 
shown a positive impact on quantitative precipitation forecasting 
(QPF) skill (Wulfmeyer et al., 2006, Liu and Xue, 2008).  Addition-
ally the improved measurements have led to better understanding 
of convection initiation processes (Murphey et al., 2006; Miao and 
Geerts, 2007; Wakimoto and Murphey, 2010) and in the difficulties 
in NWP forecasting skill (Wilson and Roberts, 2006). 

There has been significant progress in assessing the relation-
ships between land surface heterogeneities and boundary layer 
moisture distribution (Martin and Xue 2006).  IHOP_2002 dem-
onstrated that a mix of operational ground-based and satellite-
borne moisture sensing instruments and assimilation techniques 
are essential for improving forecasts of convective rainfall.  The 
Lindenberg Campaign for Assessment of Humidity and Cloud 
Profiling Systems and its Impact on High-Resolution Modeling 
(LAUNCH-2005) operated a triangle of three water-vapor Raman 
lidar systems.  Using the MM5 4DVAR, Grzeschik et al. (2008) 
demonstrated a significant positive impact of these systems on the 
analysis of the water-vapor field, which lasted about 12 h.

In 2007, the Department of Energy contributed the ARM  Mobile 
Facility (AMF), which operated many of the same sensors as 
IHOP_2002 to a large observational study in Europe called the 
Convective Orographically-induced Precipitation Study (COPS; 
Wulfmeyer et al., 2008, 2011).  The overarching objective of COPS 
is to “advance the quality of forecasts of orographically induced 
convective precipitation by 4-dimensional observations and mod-
elling of its life cycle.” COPS has been endorsed as a Research and 
Development Project (RDP) of the World Weather Research Pro-
gram (WWRP), which will ensure that COPS technologies will 
emerge into a more operational setting.  A strong backbone of 
COPS was extensive water-vapor remote sensing synergy at differ-
ent supersites and a strong collaboration with forecast centers for 
quasi-operational COPS data assimilation (DA) studies (Zus et al., 
2008; Yan et al., 2009; Schwitalla et al., 2011; Bauer et al., 2011).  
Water-vapor lidar demonstrated a strong impact on the analysis 

SeCTioN 1.  moTivATioN
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for better prediction of convection and precipitation by means of 
3DVAR in combination with a 3-h rapid update cycle.  It is time 
now for the U.S. to similarly begin to move some of the research 
results generated in these large experiments into an operational en-
vironment where on-going measurements can be routinely used to 
improve forecast skill in numerical models.

Table 1.1 summarizes the primary requirements for measurements 
at a variety of scales.

1.2 Research Needs for Thermodynamic
  Profiling Systems

Thermodynamic profilers are subdivided in this report into pas-
sive and active remote sensors, by wavelength of the measure-
ment, and combined with in-situ measurements from the ground 
and on aircraft (so called hybrid techniques).  Many sensors are 
already operational, e.g., the ACARS, radar wind profilers, GPS, 
and the WSR-88D (NEXRAD) radar network.  The Aircraft 
 Meteorological Data Relay (AMDAR) and Aircraft Communica-
tion Addressing and Reporting System (ACARS) have been dem-
onstrated in operational global data assimilation use (Cardinali 
et al., 2003), into the European regional forecast systems, and are 
now routinely assimilated into the NWS forecast system.  Radar 
wind profilers are utilized in a network of nearly 100 units in the 
U.S. to give winds throughout the troposphere.  The NEXRAD 
network is central to understanding precipitation and clouds 
throughout the troposphere.

During the workshop, reports from convection and boundary layer 
experts emphasized that the atmospheric boundary layer (ABL) 
contains a multitude of phenomena with sharp spatial and tempo-
ral gradients that impose stringent requirements for observational 
resolution and accuracy of all measurements in this region if these 
phenomena are to be understood and predicted well.  For example, 
horizontal convective rolls (HCRs) affect fine-scale stability and 
convergence structure, which can influence the location of convec-
tion initiation (Weckwerth, 2000).  Convection initiation can also 
be triggered or modulated by cold fronts (e.g., Koch and Clark, 
1999), gravity and solitary waves, undular bores (Karyampudi et 
al., 1995) and outflow boundaries (gust fronts, e.g., Wilson and 
Schreiber, 1986).  Land-surface heterogeneity and orography play 
an essential role in the formation of convergence zones leading to a 
strong variability in the temporal-spatial intensity of precipitation 
(Wulfmeyer et al., 2011).  The small-scale wind and stability varia-
tions are not well-sampled within these potential convection initia-
tion precursors.  There remains a great deal to be understood about 
nocturnal boundary layer behavior, especially under what condi-
tions it can be partially or completely mixed out.  Additionally, 
 observations capable of improving the understanding of  elevated 
convection initiation and maintenance are scarce (e.g., Marsham 
et al., 2011).  Improvement in parameterization of surface and 
boundary layer processes for numerical models requires more 
 detailed (and sustained) measurements.  And, because models can 
predict ABL variables in great spatial/temporal detail, observations 
are needed to verify these estimates and show where the greatest 
modeling improvements are necessary. 

Table 1-1.  Observational requirements (from WMO, ESA, USWRP, and EUMETSAT sources).

Parameter Turbulence Weather 
Forecasting

Initiation of
Convection

Regional 
Climate Global Climate

Horizontal 
Resolution (m) 30 200-3000 300 10000 50000

Vertical Resolution in 
ABL (m) 30 30-150, Increasing 

with Height 50-100 50-300, Increasing 
with Height 500

Vertical Resolution in 
Free Troposphere (m) --- ~500 500 ~500 500-1000

Repeatability, s 1 900 600 3600 (1h) 21600 (6h)
Precision
%WV
°K

5
0.2

10
0.2

10
0.2

10
0.2

10
0.2

Bias
%WV
°K

--- 5
0.2

5
0.2

1-2
0.1

1-2
0.1

Timeliness --- 10 m (nowcasting) --- --- ---

Coverage Vertical Profiling 2D, 3D 
(radius<10 km)

2D, 3D 
(radius>10 km) 100 x 100 km Global

Data Assimililation --- Observational Error 
Covariance Matrix

Observational Error 
Covariance Matrix --- ---
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At the mesoscale, there is a mismatch between the resolution of 
information available on precipitation (primarily using radar) and 
that obtained on the thermodynamic variables that ultimately dic-
tate the evolution of storm systems: every hour, over a size compa-
rable to that of a convective cell (100 km2), radar provides of the 
order of 25,000 measurements of precipitation and winds, while 
there is considerably less information for thermodynamic vari-
ables, especially in the lower atmosphere away from the surface 
(Table 1.2).  With at best only a couple of temperature or humidity 
measurements throughout the volume and life cycle of a thunder-
storm cell, a proper forecast is impossible.

For temperature and humidity information, the NRC report sug-
gested that the U.S. could be covered by sensors spaced on the scale 
of current radiosonde synoptic measurements (~150 km), which 
could require up to 400 sites nationally.  This call for a large num-
ber of new, sophisticated stations has certainly raised eyebrows 
and has demonstrated that an important first step is to prove that 
measurements on this scale will improve our current forecasting 
capability commensurate to the cost of such implementation.  This 
cannot be assessed by a local scale field project such as IHOP_2002 
or COPS.  It can be assessed by a short term demonstration project 
on a larger scale but such an assessment on a national scale is likely 
to be cost prohibitive when the infrastructure cost of the demon-
stration is a major impediment.  To that end, the workshop was 
drawn to the potential for one or more regional demonstrations, to 
be justified below.

1.3 operational Needs for 
  Thermodynamic Profilers

“Operational” refers both to the data needs of forecasters, media, 
and first responders in order to convey crucial and timely informa-
tion to the public, and to the provision of sufficient initial condi-
tions to NWP models to enable prediction of ABL and convective 
phenomena.  For the former, the greatest need is increased tem-
poral resolution over the 12hr rawinsonde period for thermody-
namic data in the ABL.  In North America, the 00Z and 12Z launch 
times for these rawinsondes are particularly ill-suited to determine 
the maximum and minimum diurnal cycle excursions of the ABL 

(measurements are made at 4-7 a.m. and p.m. local standard time 
in the continental U.S.)  Satellites and radars can provide 5-minute 
(and possibly higher) resolution of winds, clouds, and rain.  How-
ever, high-frequency, high-resolution thermodynamic observa-
tions are important for monitoring/now-casting important tropo-
spheric characteristics such as inversion strength, transient waves 
important to nighttime convection, PBL height, freezing level, 
CAPE, and convergence zones.

For NWP, early studies on the sensitivity of initiation and mode of 
convection to initial temperature and moisture values provided by 
Crook (1996) suggested that we need to measure them to within       
1 K and 1 g kg-1, respectively (Ducrocq et al., 2000; Dierer et al., 
2009; Li et al., 2011; Lin et al., 2011).  The requirements for ini-
tiation may not be as stringent in regions of moderate to strong 
 mesoscale forcing, however the requirements for mode of convec-
tion may still require such precision (Ziegler et al., 2010).  Forecasts 
of convection and ABL structure are also sensitive to fine-scale ver-
tical gradients of wind and stability (Richardson et al., 2007).  Most 
importantly, unlike large-scale motions for which wind-pressure 
relationships can evolve information on unobserved fields from 
observations of one or the other, there are no such balances on the 
convective scale, requiring wind and thermodynamic measure-
ments to be made simultaneously and with similar spatial and tem-
poral resolution.

Use of satellite data has become central to the operational observ-
ing system.  As was pointed out, however, in the NRC study (2009), 
satellite sounders have limited or no resolution for the lower tro-
posphere.  Although cloud cover is one factor in this inability to 
see into the PBL, the primary limitation is physical; the weighting 
functions for sounding are too broad to be able to resolve struc-
tures in the PBL.

1.4 Climate Needs for 
  Thermodynamic Profilers

In order to understand how local and regional climates will 
 respond to increased heating from greenhouse gases, it is vital to 
have the proper measurements to monitor potential changes.  Tem-

Table 1-2.  Measurements of a given atmospheric variable per hour over a 10*10 km area, roughly comparable to the size of a con-
vective cell.  For this exercise, a typical surface station would be counted as reporting information for 5 variables (P, T, Td, winds, and 
precipitation).

Data Source Number of Observations
Upper air observation of any variable using planes, radiosondes, GPS… ≈ 0–10 (0–8 about thermodynamics)
Surface observations of any variable ≈ 0–10 (0–4 about thermodynamics)
Geostationary satellite (per channel) ≈ 25
Radial velocity, assuming 10% echo coverage ≈ 2,500
Radar reflectivity ≈ 25,000
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perature and moisture responses in the troposphere will depend on 
the  fluxes of these quantities into and through the ABL via turbu-
lence and moisture convection.  While even most surface networks 
are deficient in their ability to measure such fluxes, the situation 
is especially dire above the surface, where there exist only a few 
research towers that collect such data.  Given the high spatial vari-
ability of topography, soil and vegetation cover, etc., a national net-
work of lower tropospheric sensors is needed for sufficient moni-
toring and understanding of changes in thermodynamic properties 
resulting from the evolving climate.

Climate modification from radiative gas forcing or aerosols is likely 
to be reflected in the thermodynamic properties in the lower tro-
posphere.  Changes in the surface energy balance will change both 
the ABL profile as well as the height of the ABL.  There is a need for 
ABL climatologies to be developed to observe how the ABL stabil-
ity, moisture, and depth is responding to warmer temperatures and 
increased transpiration.  The thermodynamic profile will respond 
to increased humidity in the boundary layer by decreasing the 
lapse rate and CAPE will increase with stronger surface latent heat 
fluxes.  Additional water in the lower atmosphere is a predicted fea-
ture of the warming of the atmosphere but the feedbacks between 
cloud formation and precipitation in an atmosphere with both in-
creased temperature and increase condensation nuclei from pollu-
tion sources is not well understood.  This has led the IPCC to call 
climate response of aerosols in a warming climate one of the least 
well known forcing agents for climate.  The multitude of potential 
confounding influences is daunting.  Increased temperature and 
drying in boreal forests has begun to show a signature in increased 
forest fires in northern boreal regions (Turetsky et al., 2011).  Those 
fires produce absorbing aerosols in the lower free troposphere and 
there are indications that those aerosols heat the free troposphere, 
creating elevated inversions or suppressing convection.  McMillan 
et al. (2010) conjectured that this suppression of convection may 
have resulted in a strengthened inversion and worsening of a major 
pollution episode in Houston, Texas, from fire plumes which were 
generated in California.

The increased capacity for the lower atmosphere to hold water 
will create changes to the cloud cover of the planet as well as per-
turb the precipitation-evaporation balance of the planet.  Our 
understanding of the water and energy cycles which have been 
derived over the last 100 years may need modification in a climate 
which on average is warmer than the past.  These changes and 
their  effects on circulation are possible to measure now at very 
high resolution with lower tropospheric profilers (see sections be-
low) and improvement in long-term, systematic observations at 
these scales will help refine predictions of humidity and precipita-
tion from climate models.  Climate measurements from satellites 
 require continuity between the relatively short lifetimes of instru-
ments in orbit; ground-based sensors with sufficient QA/QC can 
bridge gaps between satellite profilers and sounders.

1.5 Will Such TPT Data Be Used?

The previous local scale experiments that combine these state of 
the art observations indicate that data are now available at spatial 
and temporal scales which will add value to quantitative forecasts.  
There is strong evidence (particularly emphasized by satellite ob-
servations and ACARS/AMDAR measurements) that the opera-
tional data assimilation systems will ingest these data if they are 
both widespread and routinely available.  Statements were made 
at the workshop that it is too expensive to begin ingestion of ob-
servations from systems that are only going to be available for a 
short period of time or are not sufficiently spatially distributed 
to cover the entire forecast domain.  The step to prove that such 
data will improve forecasts can be demonstrated by Observing 
Systems  Experiments (OSEs) and Observing Systems Simulation 
Experiments (OSSEs).  Both of these techniques are an investment 
to  decrease the cost and decrease the risk of implementing opera-
tional systems.  We will discuss these in the next section.

The NRC Report (2009) identified nearly a dozen other sectors that 
potentially would use such data, if available.  Power line  icing in 
winter, effects of fog on air, rail and mobile transportation, roadway 
winter conditions, evapotranspiration and the effects on surface/
groundwater, convective initiation in mesocyclones, etc., are ap-
plications that rely on precise, relatively local prediction of changes 
in temperature and humidity.  In each case, these sectors identified 
significant cost outlays from the lack of poor advance knowledge of 
essentially predictable events that affected corporate effectiveness 
and public welfare.  The obvious link between weather and aircraft 
safety drove much of the observing system of the 20th century and 
the 21st century should expand observations where weather aware-
ness benefits other important societal needs.

1.6 use of oSe and oSSe in observing 
  System impact Assessments

Deploying a new network of sensors is expensive, and thus there is 
a desire to understand what benefits a new network might provide 
relative to the expense of establishing the new observation system.   
Two numerical modeling techniques commonly used to determine 
the value of an observing system or a particular variable to an 
analysis or forecast are observing systems experiments (OSE) and 
observing systems simulation experiments (OSSE).  OSEs, often 
called “data denial experiments,” systematically add or deny exist-
ing data sets to a control forecast and assess the differences.  

OSEs have several advantages:

•	 Real	data	are	used	with	appropriate	error	covariance	esti-
mates without the need of their artificial simulation.

•	 The	new	observations	are	assimilated	in	addition	to	many	
routine observations (depending on the sophistication of 
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the forecast system) giving real insight in the impact of 
additional observations.  

•	 State-of-the-art	DA	systems	can	be	applied	and	compared,	
e.g., variational or ensemble-based techniques.

•	 The	impact	of	additional	observations	is	measured	using	
skill score analysis of independent data sources.

•	 Real	 existing	 cases	 are	 verified	 with	 respect	 to	 forecast	
 accuracy taking into account the limitation of the forecast 
system.

OSEs are possible if new observing systems are operated with suf-
ficient spatial density and duration.  However, for demonstrating 
forecast impact, it is not necessary to operate the remote sensing 
systems over a large domain.  As soon as interesting cases on con-
vection initiation and precipitation are occurring downstream, DA 
studies can be performed and the forecast impact measurement by 
appropriate skill scores.     

Alternatively, an Observation System Simulation Experiment 
(OSSE) can be used for quantifying the cost versus benefit of a 
new observing system or a network of composited sensors.  An 
 advantage of the OSSE framework is the ability to verify the fore-
cast and analysis against an absolute ”truth.”  This is not possible 
with real data, as the state of the entire atmosphere is never accu-
rately known.  If the OSSE setup is sufficiently realistic, this capa-
bility for verification can be a powerful tool. 

An OSSE can be used to evaluate different network configuration 
options and tradeoffs in design, including different types instru-
ments that are deployed, instrument accuracy and noise charac-
teristics, temporal sampling, and spatial distribution.  OSSEs can 
also be applied to evaluate different processing and assimilation 
techniques, as well as other factors.  OSSEs have been used for eval-
uating a wide range of new observational techniques to improve 
 numerical weather prediction, atmospheric dispersion simulations, 
and other applications.  A recent study investigated how different 
networks of ground-based boundary layer profilers would impact 
the forecast of convective precipitation during a cold-season event 
over the central United States (Otkin et al., 2011; Hartung et al., 
2011; referred to hereafter as the OH papers).

An OSSE consists of several components: (1) a representation of 
the atmosphere called the Nature Run that plays the role of truth, 
usually a long, free numerical model forecast; (2) synthetic obser-
vations that are extracted from the Nature Run fields for all existing 
and proposed observing systems; (3) a data assimilation system for 
assimilating the synthetic observations into a forecast model, and 
(4) the numerical weather prediction model used for experimental 
forecasts.  A schematic diagram of the OSSE process is illustrated 
in Figure 1.1.

The Nature Run is a typically a high resolution, both time and in 
space, simulation of a particular weather event by a numerical 
weather prediction model.  The model can be run in a wide variety 
of ways, but the essential objective is that the model provides a real-
istic simulation of an actual weather event with the proper amount 
of variability and correlation among the different variables.  It is 
not a requirement that the Nature Run provide an exact replication 
of the particular event, however, the Nature Run needs to be a rela-
tively long-duration simulation, as it ultimately needs to cover the 
time window associated with the data assimilation period as well 
as the forecast period.  In the OH papers, the Nature Run was 72 h 
long; in global OSSE studies, a very good period of time to use is 
approximately one year.

The second step in the process is to create synthetic observations 
from the Nature Run output.  In the OH papers, this step included 
the generation of temperature and humidity profiles that would 
be retrieved from a network of AERI and microwave radiometers 
(MWR) and the wind profiles from a Doppler wind lidar (see be-
low for instrument descriptions).  It is critical that the simulated 
observations are as realistic as possible; thus the observations 
should include the both correlated and uncorrelated error, biases, 
and other instrumental characteristics.  The first is particularly 
important, as many remotely sensed profiles (especially passive 
remote sensors) contain a significant amount of correlated error.  
This also places a requirement back upon the Nature Run, and in 
particular on the resolution of the Nature Run fields.  For exam-
ple, some remote sensors, such as the ground-based instruments 
simulated in the OH papers, have very small footprints (order 
10s to 100s of meters) relative to the model domain size (order of 
100s to 1000s of meters).  Thus, to properly capture the variability 
that would be inherent in real observations by a real instrument, 
the Nature Run should ideally be at the resolution that the in-
strument is able to resolve.  However, this results in an extremely 
computationally expensive Nature Run, and thus this tradeoff is 
typically made.

The third step in the process is the assimilation of these observa-
tions into a forecast model run.  Early attempts at OSSEs such as 
described by Atlas (1997), often suffered from identical twin or 
fraternal twin problems, in which the same or similar models were 
used for both the Nature Run and forecast experiments.  These 
twin model experiments suffer from insufficient model error that 
may bias conclusions about data impact.  There are many ways that 
this can be avoided: using a different model entirely, changing the 
physics options used by the same model, coarsening the vertical 
and/or spatial resolution of the forecast model, initializing the fore-
cast model with a different dataset, or some combination of these.  
Typically, the forecast model is allowed to spin up for some period 
of time, and then enters the assimilation period wherein the sim-
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ulated observations from the Nature Run are incorporated using 
one of many assimilation techniques into the analysis.  In the OH 
papers, the assimilation period was 24 h and the boundary layer 
profiles were assimilated hourly using an Ensemble Kalman Filter 
 approach.  It is necessary to calibrate the OSSE to ensure that the 
behavior of the system is sufficiently similar to the real world for 
the results of the OSSE to be meaningful.  In previous OSSEs, cali-
bration methods have included comparisons of observation minus 
analysis and observation minus background statistics for the OSSE 
in comparison to real data (Stoffelen et al., 2006) and comparison 
of observation impact through data denial experiments.

The final step is to run the forecast model in a forecast mode be-
yond the end of the assimilation period.  These forecasts are then 
compared to the Nature Run, and provide a measure of how similar 
the forecast was to reality.  In the OH papers, they demonstrated 
that a network of thermodynamic profilers and wind profilers pro-
vided a better forecast of accumulated precipitation then a network 
that consisted of either thermodynamic or wind profilers.  

While OSSEs provide a relatively straightforward way to assess the 
impact of various observation and assimilation systems, care must 
be taken in the interpretation of the results.  The Nature Runs for 
OSSEs are computationally expensive due to the requirement for 
high spatial and temporal resolution, both in terms of CPU power 
and storage space, and thus there are typically only a small number 
of cases performed.  The poor statistical sampling of events or lack 

of calibration may result in one observation seemingly outperform-
ing another, resulting in misleading conclusions.  Another problem 
is that the choice of the data assimilation system may impact how 
the data are incorporated into the analysis, and thus change the 
results of the subsequent forecast.  Also, the Nature Run may not 
properly represent the range of variability and needed realism for 
the particular case being tested in the OSSE.  Thus, the Nature Run 
does not provide a true test of assimilation/forecast system; this 
includes the small-scale variability at the instrument footprint size.  

Workshop participants agreed that OSE and OSSE studies have 
provided useful information on sensitivity of forecasts to differ-
ent observing systems but many more such studies are needed if 
the “optimal mix” of future observing systems is to be determined.  
Various mesoscale OSE studies have shown value of radiosonde ob-
servations, global position systems (GPS), surface, profiler, aircraft, 
and infrared observational data.  Particularly, lidar systems demon-
strated a strong impact on QPF using airborne water-vapor DIAL 
systems during IHOP_2002 (Wulfmeyer et al., 2006), a network of 
ground-based water-vapor Raman lidar systems ( Grzeschik et al., 
2008) and airborne and ground-based lidar systems during COPS.  
Storm-scale models have assessed the contributions of NEXRAD 
VR and Z data as well as the benefits of gap-filling radar (CASA) 
data over NEXRAD data alone.  Many of the systems described 
later in this report, though, have yet to be fully assessed.  Testbeds 
(see Section 6), with as many instrument systems as possible pres-
ent, permit the use of OSEs to determine relative value of different 

Figure 1-1.  Schematic diagram of the Observing System Simulation Experiment process.
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observations (and could provide a calibration dataset for OSSEs).  
However, testbeds may lack the spatial dimensions needed for as-
sessment of forecasts longer than a few hours.

Verification studies demonstrate that both OSEs and OSSEs should 
be performed with convection-permitting resolution to ensure the 
reliability of the results.  It is essential that all routine observations 
are assimilated in combination with the new observing system net-
work and that a rapid-update cycle is applied similar to routine 
forecast systems so that the impact of the observations is optimally 
ingested and advected to a larger domain.

Recently, operational and research NWP centers have used their 
4DVAR data assimilation systems to back out simultaneously the 
relative contributions to forecast error reduction by all observing 
systems in short-range forecasts, thus providing a more economi-
cal method to assess multiple (up to 30) systems (Cardinali, 2009).  
Lui and Kalnay (2009) have shown that ensemble Kalman filter DA 
techniques can also do this, but without the need for the linear as-
sumption of the adjoint versions of 4DVAR.  It is also possible to ap-
ply these techniques using a 3DVAR, e.g., that of the WRF system.

Satellite data (in global studies) appear to dominate in importance, 
but not if normalized to contribution per observation.  Results may 
also vary according to verification metric and type of weather phe-
nomena studied.

Without existing networks of the desired thermodynamic profiling 
capability, though, OSSEs are necessary.  A complete OSSE would 
start with current and upcoming observations (e.g., satellite mis-
sions already in the pipeline) and then add in instruments that 
could potentially make up the new ground-based network.  The 
OSSE should look at the value of the new observations for both 
“routine” forecast conditions as well as impact on “extreme events.”  
This would allow the value of the new instruments to be placed 
in context with the observations that already exist, and would be 
helpful to understand the benefits of the new network.  However, 
properly done OSSEs are expensive to calibrate and complete, and 
require a dedicated team to perform them.  Such a team exists for 
satellite OSSE studies (JCSDA), but a national effort to examine the 
relative value of all possible observing systems is needed.
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Microwave radiometry is a passive technique that has been used 
for several decades to observe thermodynamic profiles in the tro-
posphere (see Westwater, 1993; Westwater et al., 2005 for tutorials). 
Ground-based microwave radiometers (MWR) are instruments 
calibrated to measure the down-welling natural emission from the 
Earth’s atmosphere.  The quantity measured by an MWR is atmos-
pheric radiance [W/(m2∙sr∙Hz)], which is usually converted into 
brightness temperature (Tb) using Planck’s law to adopt the intui-
tive units of Kelvin.  The most common commercial units oper-
ate in the 20-60 GHz frequency (0.5 to 1.5 cm wavelength) range, 
in which atmospheric thermal emission comes from  atmospheric 
 gases (primarily oxygen and water vapor) and hydrometeors 
(mainly liquid water particles, because ice emission is negligible) 
(Figure 2.1).  In the 20-60 GHz range, the Rayleigh scattering 
 regime applies up to sizes of small raindrops and in general the 
scattering contribution is negligible up to light precipitation. 

The atmospheric state (i.e., profiles of atmospheric pressure, tem-
perature, humidity, and hydrometeor contents) determines the Tb 
being measured.  If scattering is neglected the brightness tempera-
ture observed at frequency ν by a ground-based microwave radi-
ometer pointing in zenith direction is given by 

with the cosmic background temperature Tcos=2.7 K and the opacity

is the integral of the volume absorption coefficient α.  The con-
tribution of a certain atmospheric layer to the signal as observed 
by the instrument is described by so-called weighting functions.  
Unlike the infrared case, there is a small but measurable extrater-
restrial source term and the Planck function reduces to a linear 
proportionality with temperature at the microwave limit.

Solving Equation 2.1, i.e., the forward problem, is straightforward, 
though very different atmospheric states may lead to similar Tb.  
When the measured Tb are processed to estimate atmospheric 
thermodynamic variables, such as temperature and humidity pro-
files, this process is called the inverse problem.  The inverse problem 
is ill-posed, meaning that its solution is not unique nor stable.  A 
priori knowledge of the atmospheric variable is needed to con-
strain the solution domain and find a meaningful solution to the 
inverse problem.

Typically, synthetic Tb derived via radiative transfer calcula-
tions from representative long-term radiosonde data sets for 
the specific geographic region are used to derive statistical algo-
rithms via regression or neural network techniques (Löhnert and 
Crewell, 2003).  These algorithms are simple to apply in real time 
but strongly rely on the underlying data set and cannot provide 
uncertainty estimates for an individual measurement.  Optimal 
estimation methods (OE) solve the inverse problem in a physi-
cally consistent way, optimally coupling MWR observations with 
a priori background knowledge, as well as with other instruments’ 
observations, accounting for their error characteristics (Cimini et 
al., 2011; Löhnert et al., 2004).  OE has the advantage of associ-
ating a dynamical error characterization to the retrieved atmos-

Figure 2-1.  Atmospheric 
absorption as a function of 
oxygen, water vapor and 
cloud liquid. The spectral 
range of commercially 
available water vapor (WV; 
20-30 GHz) and tempera-
ture (50-60 GHz) profilers 
is indicated.
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pheric variables, at the expenses of more computations (iterative 
process). 

2.1 Capability to measure Temperature

Microwave profilers that measure several frequencies along the 60-
GHz oxygen absorption complex are well established for observ-
ing the atmospheric temperature profile from the ground as well 
as from space.  From the ground, observations are typically taken 
in zenith direction at about five to ten frequency channels from 
50–60 GHz.  Channels in the centre of the absorption band are 
highly opaque and the observed Tb is close to the environmental 
temperature.  For frequencies further away from the center, the at-
mosphere is less opaque and the signal systematically stems from 
higher atmospheric layers.  The root mean square (RMS) accuracy 
of this method is about 0.6 K close to the surface and degrades 
to about 1.5–2 K in the middle troposphere (Crewell et al., 2001; 
 Güldner and Spänkuch, 2001; Liljegren et al., 2005). 

For ground-based observations the weighting functions at the dif-
ferent frequencies all decrease continuously with height and limit 
the vertical resolution rather than the radiometric noise.  The verti-
cal resolution, which is often defined as the half-width of the verti-
cal inter-level covariance function of the retrieval errors, decreases 
rapidly from about 500 m at a height of 300 m to 1 km at a height of 
500 m (Liljegren et al., 2005).  By observing the atmosphere under 
different angles, additional information about the temperature of 
the lowest kilometer can be gained.  One-channel systems oper-
ating around 60 GHz have been developed (Kadygrov and Pick, 
1998), which derive profile information from elevation scanning.  
By assuming horizontal homogeneity of the atmosphere, the ob-
served radiation systematically originates from higher altitudes 
with increasing elevation angle.  Because the Tb vary only slightly 
with elevation angle, the method requires a highly sensitive radi-
ometer that is typically realized by using wide bandwidths up to 4 
GHz.  The resulting vertical resolution has been estimated using 
the Dirac delta function to decrease from 8 m at a height of 10 m 
to about 300 m at a height of 400 m and improve the accuracy bet-

Figure 2-2.  Profiles of temperature (top) and specific humidity (bottom) as forecasted by the NCEP global model (dash-
dotted), as measured by a radiosonde (black solid), and as retrieved from a multi-channel MWR (red solid) at the ARM 
NSA site in Barrow, Alaska.
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ter than 1 K by comparison with observations from a 300-m tower 
(Westwater et al., 1999).  Because the use of a single highly opaque 
channel limits the information content to altitudes below 600 m, 
Crewell and Löhnert (2007) combined multi-channel and multi-
angle observations and achieved a precision better than 0.5°K for 
the lowest 1500 m.  In general this means that a surface inversion 
can be observed very well while elevated or multiple inversions are 
difficult to capture. 

Figure 2.2 shows profiles of temperature taken at Barrow, Alaska, 
in 2007 (after Cimini et al., 2010).

2.2 Capability to measure Water vapor

Water vapor has distinct spectral features at 22.235 and 183 GHz.  
Dual channel ground-based MWR make use of the rotational line at 
22.235 GHz to derive the vertically integrated  water vapor (IWV).  
Within this method one channel measures at a  frequency close to 
the line centre (around 24 GHz) where water vapor  absorption is 
 almost independent of height.  In clear-sky conditions, the observed 
brightness temperature is approximately proportional to IWV.  The 
second channel is located in a window region where water vapor 
and oxygen absorption are relatively low (for example 31.4 GHz).  
Because microwave emission of clouds increases approximately 
with the square of the frequency (Figure 2.1), the second channel 
can be used to characterize the cloud’s contribution to the inten-
sity observed at the first frequency.  This combination is extremely 
powerful as the IWV and the liquid  water path (LWP), which is the 
vertically integrated liquid water density, can be retrieved simul-
taneously.  Specifications of the accuracy vary between 0.3 and 1 

kg m-2 for IWV and 20 to 30 gm-2 for LWP.  Sometimes microwave 
IWV measurements from the ground are used to scale radiosonde 
or water vapor lidar measurements (e.g., Turner et al., 2003 and 
Turner and Goldsmith, 1999).  Improvements in accuracy can be 
made by using additional frequencies (i.e., 90 GHz) to further con-
strain the retrieval problem (Crewell and Löhnert, 2003).

Water vapor profiles are derived from microwave profilers that 
measure the atmospheric emission at several frequencies along the 
wings of pressure-broadened rotational lines.  From the ground 
the 22.235 GHz line is usually used except at low humidity condi-
tions where the strong 183 GHz water vapor line is more suitable 
( Cimini et al., 2010).  With a pressure broadening of about 3 MHz/
hPa tropospheric profiling can be realized with several channels 
spaced by a few GHz along the line. 

Figures 2.3-2.4 show a MWR plots of temperature, water vapor, 
integrated water vapor, liquid water path, cloud base height, and 
profiles from the Whistler, Canada, site during the 2010 Winter 
Olympics. 

2.3 State of the Technology

Because of the low radiances emitted by the atmosphere in the 
 microwave range, radiometers need to amplify the signal received 
at the antenna by about 80 dB.  High thermal stability is the key 
to stable amplification and therefore accurate MWR observations.  
 Microwave profilers have been commercially available for more than 
a decade.  Two different detection techniques are used.   Solheim et al. 
(1998) developed a radiometer system that utilizes a stable frequen-
cy synthesizer as local oscillator to sequentially measure at different 

Figure 2-3.  Temperature (top) and water vapor density 
(bottom) time-height cross section retrieved from multi-
channel MWR all-weather observations in Whistler, Cana-
da, during the 2010 Vancouver Winter Olympics. 

Figure 2-4.  Time series of IWV (top), LWP (centre), and 
cloud base height (bottom) retrieved from multi-channel 
MWR all-weather observations in Whistler, Canada, during 
the 2010 Vancouver Winter Olympics. 
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frequencies in K-band (20-30 GHz) and V-band (50-60 GHz).  In 
such a heterodyne receiver signal amplifying, filtering, and process-
ing is done at a lower intermediate frequency (IF).  This approach 
has the advantage that, depending on the user requirement, differ-
ent sets of frequencies can be observed.  As a trade-off, atmospheric 
variations, e.g., clouds, during frequency scanning might degrade 
the retrieval performance because all channels cannot be observed 
simultaneously.  Rose et al. (2005) developed a MWR for the same 
frequency range using direct detecting techniques that allow paral-
lel measurements at all frequency channels.  The approach requires 
low noise amplifiers (LNA) that have become available for frequen-
cies up to 100 GHz within the last decade.  This system is purely pas-
sive and also avoids interference by radio signals (radio frequency 
interference) lower than the detection frequency. 

The commercial systems employ GPS clocks, environmental tem-
perature, humidity and pressure sensors, and optionally broadband 
infrared radiometers as well as azimuth scanners.  Elevation scan-
ning is performed via an internal mirror and also used within tip-
ping curve calibration procedures (see Han and Westwater, 2000).  

Systems can run as stand-alone in the field requiring only power 
connection or being connected to an external PC and controlled 
via the internet or mobile phone network.  Power consumption 
is moderate for the MWR alone but becomes significant (> 1kW) 
when heated blowers are operated to keep the radome as dry as 
possible during precipitation and dew formation. 

Commercial MWR (Figure 2.5) make use of statistical algo-
rithms to directly provide temperature and humidity profiles as 
well as higher order products like stability parameters.  In addi-
tion to the different frequency channels further information on 
the environmental temperature, humidity or infrared temperature 
is sometimes input to the retrieval algorithms.  Optimal Estima-
tion Methods are typically applied in post-processing.  Examples 
are the Integrated Profiling Technique (IPT), developed to couple 
MWR with cloud radar, ceilometer and other observations for tem-
perature, humidity, and cloud water content profiling (Löhnert et 
al., 2004 and 2008) and the 1-dimensional Variational Retrieval 
(1DVAR), developed to couple MWR observations with NWP 
model output (analysis or forecast) for temperature, humidity, 

Figure 2-5.  The ARM Radiometrics MWR at Barrow, Alaska.
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and cloud water content profiling (Cimini et al., 2006, 2010, 2011; 
Hewison, 2006, 2007).  The main advantage of 1DVAR with respect 
to other techniques is the use of the NWP output as a first guess, 
as usually the NWP output is more representative of the present 
atmospheric state than a climatological mean.  The use of 1DVAR 
was demonstrated in all-weather conditions during the Vancouver 
2010 Winter Olympics (Cimini et al., 2011), providing temperature 
and water vapor density profiles within 1 K and 0.5 g/m3 from sur-
face up to 10 km. 

2.3.1 sTrengThs

From the ground, microwave radiometers can provide unattended 
measurements of water vapor and temperature at high temporal 
resolution (<30s) during all weather conditions except during 
precipitation when water on the antenna/radome emits micro-
wave radiation and disturbs the measurement.  Day and nighttime 
 operation are equivalent because essentially no microwave radia-
tion from the sun will scatter into the instrument’s FOV.  They are 
passive instruments requiring no transmitted power.

The accuracy of temperature and humidity profiles is more or less 
independent of the occurrence of clouds, except for cases of heavy 
precipitation where saturation effects may occur or the instrument 
is influenced by rainwater on the radome.

2.3.2 Weaknesses 

While the noise level (<0.2 K) and the relative accuracy of MWR 
measured Tb is rather satisfactory, the absolute calibration still 
 poses some challenges.  Tipping curve calibrations (Han and West-
water, 2000) require homogeneous conditions which are in prac-
tice difficult to find.  Liquid nitrogen (LN2) calibrations suffer from 
uncertain knowledge of the liquid nitrogen refractivity and practi-
cal issues over handling, transportation, and operator safety.

The broad spectral features in the microwave region do not allow 
for a large number of wavelengths to be probed and, therefore, 
the number of degrees of freedom in the microwave retrieval is 
low (generally <2 independent pieces of information).  This, as in 
 infrared measurements, controls the number of levels that can be 
determined from the spectra.

Due to the increased use of wireless communication, Radio Fre-
quency Interference (RFI) has become problematic not only at 
lower frequencies but even at protected frequencies, e.g., 24 GHz.

Radiation absorption by atmospheric gases and hydrometeors is 
quantitatively modelled while solving the forward problem and 
thus absorption model uncertainties affect all the retrieval methods 
based on synthetic Tb.  Only retrieval methods based on histori-
cal dataset of MWR observations and simultaneous atmospheric 

soundings are not affected by absorption model uncertainties.  The 
most relevant absorptions in the 20-60 GHz range come from water 
vapor, oxygen, and liquid water.  Modifications of absorption models 
are continuously proposed based on laboratory data and MWR field 
observations (Cimini et al., 2004; Liljegren et al., 2005; Clough et al., 
2006; Cadeddu et al., 2007; Payne et al., 2008; Turner et al., 2009).  
For water vapor, the absorption model uncertainties are approxi-
mately within 5% (Payne et al., 2008, 2011), which dominate the 
measurement error budget especially for high-humidity conditions.  
For oxygen, different absorption models agree very well (0.3%) at 
opaque channels (56-60 GHz), but show larger differences between 
them and with respect to MWR observations at more transparent 
channels (50-56 GHz).  These uncertainties are quite consistent and 
can be effectively mitigated with bias removal solutions.  Without 
any intervention, absorption model uncertainties in the 50-56 GHz 
range may bias temperature retrievals in the upper atmosphere, 
but have negligible effect in the boundary layer.  For liquid water, 
the major uncertainties are related to supercooled water, i.e., liquid 
water at sub-freezing temperatures, because absorption models at 
these temperatures is primarily based on extrapolations from higher 
temperature regions.  Partly due to lack of laboratory measurements 
for liquid water at low temperatures, the mass absorption coeffi-
cients calculated by different models at 31.4 GHz deviate by about 
5% at 0°C and up to 50% at −30°C (Kneifel et al., 2010), but there 
have been some recent advances in this area (e.g., Cadeddu and 
Turner 2011).  Nonetheless, liquid water path measurements at sub-
freezing temperatures should be interpreted with care.

2.4 Readiness for deployment 
  in a Network

MWR technology has matured so far that more than a hundred 
systems operate continuously worldwide.  However, there is lack of 
coordination of MWR operations worldwide, causing underutiliza-
tion of MWR data.  Recent attempts that tried to address this issue 
include the LUAMI (Lindenberg Upper-Air Method Intercompari-
son) campaign and MWRnet.  The LUAMI campaign was carried 
out to demonstrate the capabilities of MWRP systems for their use 
in operational meteorology, deploying a test network of MWRP 
supplying quality-proven data in real-time to a network hub at the 
DWD Atmospheric Observatory in Lindenberg.  The temporary 
network of eight MWRP operated reliably and data were collected 
for one month.  A common retrieval algorithm, a statistical regres-
sion based on MWRP observations and NWP model output, was 
applied to data from all the 8 MWRP; this method effectively re-
moved absorption model and calibration issues, producing weak-
biased retrievals with respect to NWP.

More recently, efforts are being made towards the establishment 
of a permanent international network of microwave radiometers 
(MWRnet, http://cetemps.aquila.infn.it/mwrnet/).  The MWRnet 
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initiative started within the European Ground-based observations 
of essential variables for CLImate and METeorology (EG-CLI-
MET) Cooperation of Scientific and Technical research (COST) 
action, and proposed the following goals:

•	 Establishing the “best practice” for making MWR obser-
vations and retrievals;

•	 Defining procedures for optimum calibration and quality 
control;

•	 Developing common retrieval algorithm with error analy-
sis (from observations to retrievals);

•	 Implementing metadata and data handling protocols;

•	 Facilitating the registration and access of well documented 
and quality controlled MWR observations and retrievals 
with errors; and

•	 Providing near-real-time MWR data and retrievals (with 
errors) for NWP Data Assimilation (DA) and Observation 
System Experiments (OSE).

MWRnet currently has about 40 members and more than 75 MWR 
worldwide (including dual-channel units, water vapor profilers, 
single-channel temperature profilers, multi-channel temperature 
profilers, and temperature/humidity profiling units), of which 
some 25 are located in Europe. 

2.4.1 dePloymenT scenarios

Due to their relatively mature state MWR could be deployed at 
many field sites that have viewing down to the horizon.  The high-
est value can be expected if they are employed in synergy with 
other instruments.

Benefits/Drawbacks of Scanning:
Elevation scanning can be performed with all MWR requiring an 
unblocked view into at least one direction.  As discussed in Section 
2.1 (see also IR description, Section 3.2) this provides enhanced 
boundary layer profiling.  As a trade-off about 1-2 min observation 
time in the zenith direction are lost. 

For water vapor retrievals, elevation scanning is not beneficial and 
is also limited due to the high spatial and temporal variability of 
humidity.  On the other hand, azimuth scans can characterize site 
representativeness (Kneifel et al., 2009), humidity and cloud vari-
ability.  Another application is nowcasting by estimating water va-
por gradients (Schween et al., 2011).  Yet, no common scanning 
patterns have been defined.  Scanning always leads to a reduction 
of zenith observation time.

Because elevation scanners are already integrated into the radi-
ometer systems only azimuth turn tables are needed for complete 

scanning capability.  They are available at a relatively low price 
(<10,000 €) and their control is already included in typical radi-
ometer software.  One typical scanning application is the track-
ing of GNSS satellites to verify slant wet delay estimates.  The 
combination of several scanning radiometers is also proposed for 
 tomography of water vapor (Padmanabhan et al., 2009) and cloud 
liquid (Huang et al., 2008).  

Approximate Costs:
Currently there are at least two vendors of MWRs which offer single 
temperature or humidity profilers for less than $100,000 and com-
bined humidity and temperature profilers for less than $160,000. 

MWRs are also used for geodetic, astronomical, and propagation 
studies.  With increasing demand, we can expect further minia-
turization, lower maintenance levels, and lower cost in the future.

2.5 Synergy with other instruments

There is a large synergy between microwave and passive IR 
 retrievals (See Section 1.2).  Because MWRs can only provide lim-
ited  information (~1 degree of freedom) on the vertical distribu-
tion of cloud liquid (Crewell et al., 2009) they are often combined 
with cloud radar and ceilometer measurements to simultaneously 
provide temperature, humidity, and cloud liquid water profiles 
( Löhnert et al., 2008). 

2.5.1 environmenTal issues

Microwave radiometers have been run operationally for multiple 
years in a wide range of different environments, from the trop-
ics (+40°C) to the Arctic (-35°C).  The main limitation to these 
 microwave radiometer observations is the need to keep liquid 
 water off of the radome, as this could contribute a significant signal 
and hence contaminate the atmospheric retrievals.  All MWRs are 
equipped with rain and dew mitigation techniques, typically in the 
form of hygroscopic windows, blowers, and heaters.  Microwave 
hardware components are rather reliable over several years.  Radi-
ometer periphery is more likely to be subject of damage.  Inspec-
tion by eye and cleaning of external components, i.e., IR mirror, is 
recommended every couple of months.  The quality of the radome 
can be affected by birds, UV radiation, etc., requiring replacement 
roughly every year.  Depending on their design heaters and blowers 
might be exchanged in the time frame of a few years.

2.5.2  reliabiliTy

MWRs are running autonomously around the globe.  With 
 dependable power and internet connection to monitor perfor-
mance the radiometers are generally run reliably and produce data.  
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The data quality depends on good calibrations and the detection of 
disturbances like precipitation, dew, icing, or birds. 

2.6 Research Needed

Several areas of future research were identified for the already well-
developed MWR technique.  New techniques into all weather op-
eration of the MWR are needed.  The need to keep the radome free 
from hydrometeors and ice while not affecting the temperature of 
the dome is a challenge.  The ability to quality-assure the results 
and identify meteorological features which affect the transmission 
in the microwave through the instrument structures is required.  
Adding a capability to replace LN2 with unattended calibrations 

available for the instrument without user intervention would make 
the MWR more applicable to routine network operation.  

On the scientific side, there is still a need to better understand 
the absorption of hydrometeors.  Water and ice coexist in clouds 
and having laboratory measurements of microwave absorption of 
supercooled water would help understanding MWR retrievals in 
sub-freezing conditions.  Further work is needed to understand 
how multiangle radiometric measurements could be better peeled 
through tomographic techniques, perhaps giving three-dimen-
sional structures if azimuthal scans were available.

Research into the use of MWR with other techniques (Raman or 
DIAL H2O, aerosol profiling, etc.) may provide synergies to better 
understand the fundamentals of microwave radiative transfer.
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3.1 Background

Spectrally resolved infrared (IR) radiation measurements contain 
a wealth of information about the thermodynamic structure of the 
atmosphere, as well as information on other components of the 
atmos phere that emit IR radiation (e.g., clouds, dust, aerosols).  In 
a cloud and aerosol free atmosphere with only gaseous emission, 
the downwelling infrared radiance at the surface I(0) (with units of 
W / (m2 sr cm-1)) at wavenumber ν (with units of cm-1) is given by

where T(z) is the temperature profile, B denotes Planck’s function, 
and W(z) is the weighting function at height z.  Essentially, Equa-
tion 3.1 is identical to Equation 2.1, except there is no extraterres-
trial source of infrared radiation as a background as there is for the 
microwave region.  In the microwave, the Planck function is pro-
portional to temperature, but in the infrared, the exponential form 
of the function must be retained.  The weighting function depends 
on the emission from level z, which is a function of the absorption 
cross-section βa for the relevant gases at that level, multiplied by 
the transmission (tv between that level and the surface divided by 
µ, the cosine of the viewing zenith angle:

If the downwelling IR radiation is measured at a sufficiently high 
spectral resolution as to accurately resolve individual absorption 
lines, then these observations can be inverted to provide water 
vapor and temperature (hereafter, qT) profiles.  Due to pressure 
broadening of absorption lines of atmospheric gases, a spectral 
resolution of approximately 1 cm-1 is required for most surface 
 locations (i.e., for pressures greater than 800 mb).

Information on the vertical profiles of qT exists in different re-
gions of the IR spectrum.  Typical IR spectrometer measurements 
 include observations of the 15 µm and 4.3µm absorption band 
of carbon dioxide (CO2) and the 6.7 µm vibration-rotation and 
the pure rotational (between 100 and 15 µm) water vapor (H2O) 
 absorption bands (Figure 3.1).  CO2 is, to first order, a well-mixed 
gas with a constant concentration with altitude.  (This assumption 
is removed for retrievals of CO2 profiles in a varying qT environ-
ment.)  With this assumption, for surface-based measurements the 
IR radiation observed at a given wavelength in the CO2 absorption 
band is primarily due to emissions from levels extending from the 
instrument to the altitude of interest, where the emission at a spe-
cific level is dependent on the temperature at altitude, as well as the 

transmission between that altitude and the instrument.  Similarly, 
in the H2O spectral region, the radiance observed at different fre-
quencies is primarily a function of the water vapor concentration 
profile and the temperature profile.

3.2 Capability to measure Temperature 
  and Water vapor Profiles

There are several techniques that can be used to retrieve qT profiles 
from ground-based IR spectroscopic observations.  These include 
two broad classes of methods: statistical retrievals and physical 
retrievals.  A statistical retrieval uses an a priori dataset to build 
statistical relationships between the spectral radiance and profiles 
of temperature and humidity.  A wide variety of different statistical 
approaches could be used, and a primary advantage is that statisti-
cal methods are computationally very fast.  However, a common 
drawback of these methods is that the qT profiles that are retrieved 
are not necessarily physically consistent with the radiance observa-
tions themselves (i.e., if the retrieved qT profiles were input into a 
radiative transfer model, the computed spectrum may not match 
the observed spectrum).  Physical retrieval algorithms are iterative 
methods that adjust the qT profiles, starting with a first guess pro-
file, until the computed radiance matches the observed spectrum.  
Physical methods are more accurate than statistical methods, but 
are typically much more computationally expensive.

The method that has been used for over a decade in ground-based 
IR profiling is the so-called “onion-peeling” approach (Smith et al., 
1999; Feltz et al., 1998).  This retrieval method takes advantage of 
the change in the opacity of the atmosphere from the center of the 
absorption band (where the absorption is highest, and thus the in-
formation in the observations is largely from the atmosphere clos-
est to the instrument) to the weaker absorption on the edge of the 
gaseous absorption band where there is information from higher 
in the atmosphere.  The onion peeling approach, simply stated, is 
that the opaque region of the CO2 spectrum is used to determine 
the air temperature just above the instrument.  The temperature at 
this level is fixed, and a slightly less opaque spectral region is inves-
tigated.  The contribution to the downwelling spectrum from this 
region is due to both emission from the layer whose temperature 
was already determined as well as the region of the atmosphere just 
above.  This allows the temperature of the slightly higher altitude to 
be determined.  This process is repeated to provide the entire tem-
perature profile, and a similar process is used to get the water vapor 
profile.  Several features are apparent from this discussion.  First, 
the information content in the observations is highest for height 
levels nearest to the instrument, and decreases with altitude away 
from the instrument.  This results in lower spatial (vertical) resolu-
tion with altitude.  Second, if there are any errors in the tempera-
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ture (or water vapor concentration) at a lower level (perhaps due to 
instrument noise), the onion peeling technique will propagate this 
error into layers above that level.  And lastly, this technique doesn’t 
yield information on the error covariance matrix of the retrieved 
profiles, thereby making it difficult to both quantify the error and 
its correlation between different levels or to assimilate the data into 
a numerical model.  

A second retrieval technique that helps to overcome the issues as-
sociated with the onion peeling technique is a 1-dimensional vari-
ational method, such as the Optimal Estimation (OE) approach 
(Rodgers, 2000).  This iterative technique uses a priori informa-
tion, together with the sensitivity of the forward model, to retrieve 
the entire profile of temperature and humidity simultaneously.  
The a priori information is used to help constrain the solution, be-
cause the problem is ill-defined (i.e., there are multiple different 
atmospheric profiles that would yield the same spectral radiance 
observations, given the random instrument noise).  A significant 
advantage of OE is that the method propagates the covariance of 

the a priori and sensitivity of the forward radiative transfer model 
used in the retrieval to provide an uncertainty covariance matrix 
of the retrieved qT profiles, which is very beneficial for properly 
assimilation of these profiles.  Furthermore, the framework pro-
vides quantitative values on the number of independent pieces of 
information in the observations, as well as where this information 
lies in the vertical (Löhnert et al., 2009).  

3.3 State of the Technology

The Space Science and Engineering Center at the University of 
Wisconsin – Madison (UW) pioneered the technique of mea-
suring downwelling IR spectral radiation in the early 1990s with 
their Atmospheric Emitted Radiance Interferometer (AERI) sys-
tems (Knuteson, et al., 2004a,b).  These IR spectrometers are based 
around a Michelson Fourier Transform Spectrometer mated to de-
tectors that have sensitivity to radiation between about 3 and 19 
µm.  This configuration provides data at a maximum unapodized 

Figure 3-1.  The atmospheric transmission (top) and downwelling radiance (bottom) computed for the U.S. Standard 
Atmosphere with a spectral resolution of 2 cm-1.  The spectral regions typically used for profiling water vapor and tem-
perature are indicated.  Typical IR spectrometers measure radiance between 550 to 3000 cm-1.  
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resolution of 0.5 cm-1.  The field of view of the AERI is 45 mrad.   
The detector temperature is maintained at cryogenic temperatures 
(order 75 °K) to improve the signal-to-noise ratio (SNR) of the 
data.  Typically, multiple scans of the interferometer are accumu-
lated to further improve the SNR and this results in a typical tem-
poral resolution of 20 s per individual sky spectrum.  A principal 
component based noise filter can be used to further enhance the 
SNR (Turner et al., 2006).  

Accurate qT profile retrievals require that the calibration of the 
downwelling IR radiance observations be very accurate, and that 
any instrument artifacts have been removed.  These IR spectrom-
eters have a rotating scene mirror aligned to the optical axis of 
the instrument that allows the instrument to alternately view the 
sky or two calibration targets.  These calibration targets are well- 
characterized blackbodies; one of which is kept at 60°C while the 
other floats at ambient temperature.  The linearity of the detectors 
have been determined, and thus a linear calibration procedure is 
used to extrapolate the blackbody observations to the colder sky 
view in order to calibrate the measured sky radiance spectrum 
(Revercomb et al., 1988).  Additional corrections have been applied 
to the data to account for instrument self-apodization and to spec-
trally calibrate the observations, all of which has resulted in an accu-
racy of AERI measurements better than 1% of the ambient radiance 
(Knuteson et al., 2004b).  An automated hatch is used to protect the 
rotating scene mirror during precipitation (i.e., downwelling radia-
tion from the sky is not measured during these conditions).  

3.3.1 sTrengThs

There are several strengths associated with IR spectrometers.  First, 
they offer relatively high information content on the vertical profile 
of water vapor and temperature related to other passive profilers 
(see section below on sensor synergy for details).  For example, 
AERI observations have been used in a wide array of research pro-
jects, ranging from thermodynamic profiling studies (Feltz et al., 
2003), cloud (Turner, 2005) and aerosol (Turner, 2008) studies, 
trace gas measurements (Yurganov et al., 2010), and spectroscopy 
(Tobin et al., 1999).  AERI instruments have also been used at sea 
to make accurate measurements of the atmospheric state and sea 
surface temperature (Minnett et al., 2001).  Furthermore, due to 
their calibration approach, both the absolute calibration and the 
sensitivity of the instrument is monitored, which makes these ob-
servations particularly well suited for long-term observations that 
can be used to develop climatologies and trend analyses (e.g., for 
climate).  Finally, as IR instruments, they do not need solar radia-
tion and can operate day and night. 

3.3.2 Weaknesses

One limitation to qT profiling with ground-based IR spectrom-
eters is the presence of clouds above the instrument.  Clouds are 

extremely efficient emitters of IR radiation, and various properties 
of the cloud in the field of view of the spectrometer need to be 
known in order for the retrieval to accurately account for the cloud 
emission.  Most current retrieval methods are designed for clear 
sky conditions within the narrow (e.g., 2° for an AERI) field-of-
view of the instrument.  Fortunately, the high temporal resolution 
allows these retrieval algorithms to provide profiles when there 
are breaks in the overhead cloud field.  Retrievals of qT profiles in 
cloudy conditions from IR spectrometer data require information 
from other observations to help characterize the cloud contribu-
tion to the downwelling radiance.  Cloud base height is perhaps 
the most critical cloud variable needed, and thus IR spectrometers 
should be paired with a ceilometer or other active remote sensor 
that is able to provide this information.  Retrievals of thermody-
namic profiles from ground-based IR observations in precipitating 
conditions are not possible.

Another limitation is the vertical resolution of the qT profiles.  For 
example, while AERIs report temperature and humidity on 100m 
surfaces, the number of true independent pieces of information in 
the retrieval is based on the spectroscopy and wavelengths used 
in the retrieval.  Because the weighting functions all peak at the 
surface for an upward looking IR radiometer, differences in wave-
length do not give orthogonal weighting functions which is what 
one would desire for independent retrievals of qT with height.   
Thus, not all of the weighting functions are truly independent of 
each other (see discussion of Figure 3.4), which limits the ability to 
discriminate heights.

3.4 Readiness for deployment
  in a Network

As one of the most widely used IR spectrometers, a long history of 
AERI observations exist, with nearly two dozen systems deployed 
world-wide, many of which are providing long-term (decadal 
length) climate-quality observations for the Atmospheric Radia-
tion Measurement (ARM) program in the Arctic, mid-latitudes, 
and tropics (Ackerman and Stokes, 2003).  A recent study that 
highlights the long, contiguous time-series of AERI observations 
investigated the downwelling radiance climatology and trends over 
a 14-year period in the central U.S. (Turner and Gero, 2011; Gero 
and Turner, 2011).  

Current versions of commercial IR spectrometers are hardened, 
well-proven systems requiring little manual attention other than 
to visually inspect the cleanliness of the scene mirror periodi-
cally.  For AERI, the two main components of the that require 
scheduled maintenance are the Stirling cooler, which is used to 
keep the detectors at cryogenic temperature and has a lifetime of 
3-5 years, and the laser inside the interferometer, which is used 
to trigger the sampling of the data acquisition system and has 
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a lifetime of five years.  Thus, an IR spectrometer such as AERI 
is well-suited to be part of an operational network.  Figure 3.2 
shows the AERI product from ARM.

Currently, two separate vendors have developed and are marketing 
IR spectrometer systems.  These systems have virtually identical 
specifications and capability as the UW AERIs.  Both companies 
have several instruments that are currently operational around the 
world.

3.4.1 dePloymenT scenarios

IR spectrometer systems are typically installed in a fixed building 
with the foreoptics installed through the wall (Figure 3.3a), but 
stand-alone configurations (Figure 3.3b) exist for both commer-
cial vendors.  Due to the opacity of the atmosphere at infrared 
wavelengths, these systems are typically configured to only view 
the atmosphere in the zenith direction, and thus have a narrow 
sky port.  

3.4.2 benefiTs / draWbacks of scanning

Due to opacity of the atmosphere in most mid-latitude locations, 
scanning the instrument will not add significant value.  As such, these 
instruments are typically deployed in a zenith-only viewing mode.

3.4.3 aPProximaTe cosTs

The purchase price of commercially available IR spectrometer sys-
tems ranges from approximately $240K to $320K, but are antici-
pated to drop by at least 30% in the coming decade.  

3.5 Synergy with other instruments

Data from a spectral microwave radiometer (MWR) that makes 
multiple measurements on the side of the 22.2 GHz water vapor 
absorption line and 60 GHz oxygen absorption feature can also be 
inverted to retrieve qT profiles.  The MWR and IR spectrometer 
techniques are very complementary, yet there are some significant 
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differences too.  An analysis by Löhnert et al. (2009) demonstrated 
that the AERI instrument has 2-3 times more degrees of freedom 
of signal (i.e., independent pieces of information) in both the tem-
perature and water vapor profile as compared to the MWR (Figure 
3.4).  However, in high PWV conditions the information content 
in the IR observations decreases slightly; for example, in dry condi-
tions the degrees of freedom of signal is between 6-8 for the water 
vapor but decreases to less than 6 for higher water vapor conditions.    
The extra information improves the vertical resolution of the IR-
retrieved profile relative to the MWR, thereby providing more ac-
curate retrievals in many atmospheric conditions of features such 
as elevated temperature inversions, strong moisture gradients, etc.; 
these improvements allow for more accurate estimation of convec-
tive indices such as CAPE and CIN.  Thermodynamic profiles and 
convective indices derived from AERI observations have been very 
useful in characterizing preconvective environments in a wide va-
riety of case studies (Turner et al., 2000; Feltz et al., 2002, 2003; 
Wagner et al., 2008).  

Pairing an IR spectrometer with a spectral MWR has many syner-
gistic advantages.  An IR spectrometer thermodynamic retrieval 
is sensitive to the first guess profile used in the physical retrieval, 
whereas the MWR retrieval is much less sensitive; thus, using the 
lower information content profile retrieved from the MWR as the 
first guess in the IR spectrometer retrieval process improves the 
likelihood of a successful retrieval from the spectrometer.  

3.6 environmental issues

Some care needs to be taken in the deployment of an IR spectrom-
eter.  An AERI instrument needs to be run in a configuration where 
the interferometer is at laboratory temperatures and the front end 

(blackbodies and scene mirror) are in the ambient environment.  
This is typically achieved using one of two different methods (Fig-
ure 3.3a,b).  The front end needs to be protected from precipita-
tion as this preserves the lifetime of the gold plated scene mirror.  
An automated hatch uses rain sensors to detect the precipitation 
and closes the hatch; this does not affect the data quality as the 
atmosphere is generally quite opaque in precipitation conditions 
anyway and thus no thermodynamic profiling would be possible. 

3.7 Reliability

IR spectrometers have been environmentally hardened to work 
operationally, and have demonstrated this over many years at a 
wide range of sites ranging from the Arctic (-35°C) to the tropics 
(+40°C).  The length of the data record of several of these systems 
is longer than a decade.  For an AERI instrument, three compo-
nents typically require periodic service: (a) the scene mirror, which 
should be inspected monthly and cleaned or replaced when dirty; 
(b) the Stirling cooler, which typically has a lifetime of 3-5 years; 
and (c) the laser inside the interferometer, which has a lifetime of 
five years.

3.8 Research Needed

Current efforts are underway to develop a retrieval algorithm that 
uses both IR spectrometer and MWR data simultaneously to re-
trieve qT profiles in both clear and cloudy scenes.  The former has 
already been demonstrated (Löhnert et al., 2009).  Additionally, 
joint AERI / MWR retrievals of cloud properties have been shown 
to improve the accuracy of cloud liquid water path significantly 
(Turner, 2007).  It is anticipated that the joint qT/cloud property 
retrieval algorithm will be very useful in cloudy scenes, with the 

Figure 3-3.  Two common deployment configurations for ground-based IR spectrometers: the through-wall (Figure 3.3a) 
and stand-alone (Figure 3.3b).  (Images from the ABB AERI operations manual).
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MWR providing the profile through the lower portion of the tro-
posphere (even through the cloud, because the cloud opacity in 
the microwave is significantly smaller than the infrared opacity), 
whereas the IR spectrometer data will improve the accuracy and 
vertical resolution of the profile below the cloud.

Additional investigation is also needed to decrease uncertainties 
in the spectroscopy of various water vapor and carbon dioxide 
 absorption lines in the IR spectrum.  

3.9 Contributions for Air Quality 
  Applications

IR spectrometers can contribute in two ways to air quality applica-
tions.  First, due to their relatively high information content, IR 
spectrometers are able to better resolve the temperature inversion 
at the top of the boundary layer, which is important to understand 
whether pollutants will be trapped in the boundary layer or not.  
Secondly, various trace gases have absorption bands in the IR, and 
thus observations in these spectral regions can be used to infer the 
column amount of the trace gas.  For example, significant amount 
of work has been done to retrieve the column amount of carbon 
monoxide (Yurganov et al., 2010). 

Figure 3-4.  The distribution of degrees of freedom of signal in zenith spectral MWR observations, scanning MWR obser-
vations, and AERI observations for profiles of temperature (left) and water vapor (right) at a mid-latitude site (Payerne) 
and tropical site (Darwin); from Löhnert et al. (2009).  
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4.1 Active Remote Sensing 
  methodology

In contrast to a passive remote sensing system, an active system 
employs a transmitter that sends a short pulse of light into the at-
mosphere.  Lidar has been demonstrated with wavelengths from 
<0.3-10 µm.  Lidar has high range resolution determined by the 
ability to digitize the returned signal in time (~1.5-300 m) and the 
range itself is determined by measuring time of flight of the pulse 
between the transmitter to the scattering volume and returned to 
the detector. 

The strength of the backscatter signal strongly depends on wave-
length.  For direct detection receivers used in thermodynamic pro-
filing applications, the photon number N as a function of range R is 
given by the following equation  

where C is a system constant containing laser pulse energy and re-
ceiver area, O is the overlap function between the transmitted and 
received signal (generally unity beyond a few hundred meters), β is 
the backscatter coefficient of the atmosphere, and T the atmospheric 
transmission from the lidar site to the scattering volume and back.

Elastic systems (those that detect radiation at the same wavelength 
as the emitted radiation) are relatively simple.  In an elastic lidar, β 
is determined by molecular and particle backscattering.  Inversion 

of the lidar equation with respect to particle backscattering gives 
information about aerosol microphysical properties.  A fundamen-
tal impediment to the solution to the above equation is the lack of 
knowledge of both the backscatter and attenuation (in the transmis-
sion term) at the same time.  Examples of such systems are ceilom-
eters used in a network setting by NOAA/NWS in the ASOS net-
work of sites (close to 1000 sites in the U.S.).  Because aerosols tend 
to be confined to the PBL, simple elastic systems have the ability to 
discern PBL height, but may or may not give quantitative profile in-
formation, depending on the configuration.  Despite their potential 
value, ASOS ceilometer data are not archived at the present time. 

In inelastic systems, such as Raman lidar, β must be replaced by 
the Raman backscattering coefficient that is proportional to the 
number density of the scattering molecule (N2, O2, H2O) and 
the Raman backscattering cross section.  Figure 4.1 demonstrates 
the relative intensity of backscatter signals.  As the figure shows, 
 Raman backscattering signals are two to three orders of magni-
tude smaller than elastic scattering.  This has consequences with 
respect to the daytime performance of Raman lidar, as the solar 
background overwhelms the signal and limits the achievable range 
to below 4-5 km in the daytime by using narrow-band interference 
filters (see below for this discussion).  On the other hand, Raman 
signals are easy to analyze and have been put to routine use at a 
number of national infrastructure sites (e.g., MeteoSwiss, DWD-
Germany, DOE-USA, etc.). 

For temperature and humidity retrievals with lidar, we distinguish 
below between Raman techniques and the differential absorption 
lidar (DIAL) method. 

(4.1)

Figure 4-1.  Relative intensity of elastic and inelastic scattering in the atmosphere.

SeCTioN 4.  lidAR

N(R) = CO(R)        T(R)R2
β(R)
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4.2 lidar-Based Temperature Profiling

The Rotational Raman Lidar (RRL) method for the measurement 
of atmospheric temperature was first suggested by Cooney (1972).  
The intensity of the pure rotational Raman spectrum of nitrogen is 
related to J, where J is the rotational quantum number of the tran-
sition, with higher quantum numbers more populated at higher 
temperature due to the Boltzmann density distribution.  RRLs use 
this property and measure the ratio of backscatter signals, Q, at two 
suitable spectral regions in the Raman spectrum that have different 
temperature dependency.  The temperature profile is determined by

after calibration of the signal intensities with the coefficients a, b, 
and c.  Usually these coefficients are determined by careful com-
parisons with radiosoundings.  After calibration, the retrieval has 
excellent long-term stability.  Care must be taken to block the elas-
tic backscatter signal from swamping the rotational Raman chan-
nels (Behrendt and Reichardt, 2000).  For daytime high-resolution 
RRL, the methodology to choose the channels has been described 
by Radlach et al. (2008).  The noise error profile can be determined 
for each retrieval according to

where 1,2 refer to the two spectral regions.  Obviously, the system 
noise is mainly determined by solar background and backscatter 
signal Poisson statistics, which can directly be measured by the pho-
ton counting system.  As signal statistics scale with laser power and 
receiver area (currently 10 W and 40 cm diameter in the Institute 
of Physics and Meteorology (IPM) system), these are the most ap-
propriate means for further improvements of range and resolution. 

Several ground-based and airborne lidar systems exist today and 
a thorough discussion can be found in the literature (Behrendt, 
2005 gives an extensive survey).  Using high quality filters, tem-
perature measurements in optically thin cirrus were made possible 
(Behrendt and Reichardt, 2000).  Most RRL profiling has utilized 
the 532nm wavelength of the Nd:YAG laser because of high laser 
power and receiver efficiency compared to ultraviolet (UV sys-
tems.  The l-4 dependence of Raman scattering gives UV systems 
an advantage for daytime tropospheric profiling (Di Girolamo et 
al., 2004; see also Figure 4.2), providing narrow-band interference 
filters are used.  Daytime profiling at this wavelength was also dem-
onstrated using gratings and Fabry-Perot interferometer detection 
(Arshinov et al., 2005).  State-of-the-art systems for daytime mea-
surements are based on frequency-tripled Nd:YAG lasers so that 

this laser technology is fundamental for RRL.  An RRL with high 
resolution during daytime was demonstrated by Radlach et al. 
(2008) at the IPM at the University of Hohenheim, and has also 
three-dimensional scanning capability. 

High spectral resolution lidars (HSRL) have been used to measure 
tropospheric temperature profiles but with much more complica-
tion and difficulty (Hua et al., 2005).  The HSRL technique resolves 
the temperature dependent linewidth of the Cabannes line, which 
is Doppler broadened.  This requires much higher system stability 
and it is hard to reject the Mie scattering signal (Hair et al., 2001; 
Hua et al., 2005).  As with the rotational Raman technique and state 
of the art interference filters, measurements in optically thin clouds 
are possible. 

4.3 lidar-Based Water vapor Profiling

Lidar, with its ability to provide range-resolved profiles in a short 
time (seconds or minutes), can be used to make unique remote 
measurements of water vapor distributions.  A number of lidar 
systems have been developed and demonstrated for water vapor 
measurements using either the differential absorption lidar (DIAL) 
technique or the Raman scattering approach. 

4.3.1 The raman Technique

The Raman technique for moisture profiling utilizes very weak 
light scattering from molecules at wavelengths shifted from the 
incident light.  The Raman technique relies on measuring the ro-
tational or vibrational-rotational component of Raman scattering 
from the atmosphere.  The method generally requires the detection 
of laser radiation that is shifted to the longer wavelengths (Stokes 
shift) for the gas being probed. 

In atmospheric water vapor profiling, the main molecules of in-
terest are water vapor, nitrogen, and oxygen that have convenient, 
although weak, vibrational Raman shifts at approximately 3657, 
2331, 1556 cm-1, respectively (see Figure 4.2; Turner et al, 2002; 
Whiteman et al., 2003a,b, 2006).  For a 355nm tripled Nd-YAG 
 laser, this places the detected wavelength for water vapor at 407 nm 
in the visible and for a 532 nm doubled Nd-YAG laser, the line is 
at 607nm.  Because these wavelengths have strong skylight back-
ground, this requires precision 0.1 - 0.3 nm bandwidth filters with 
high out-of-band light rejection for collecting the Raman scattered 
return during daytime.  

If water-vapor NH and Nitrogen NN Raman scattering signals are 
used, their ratio is taken which becomes proportional to the water-
vapor mixing ratio m

(4.2)T(R) = − 2a2

b−�b²−4a[c −1nQ(R)]

(4.3)�

2 2σRR1

IRR1
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(4.4)m(R) = C∆(R)
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C is a system calibration constant and D is a correction for atmos-
pheric extinction.  Ansmann et al. (1992) and Whiteman et al. 
(1992) show that this correction can be determined with an  error 
of < 5 %.  Venable et al. (2011) have demonstrated the error can be 
further reduced to less than 3%.  The advantage of such a system 
is that it is possible to combine a water-vapor channel with RRL 
channels so that qT profiles are retrieved, simultaneously, as is done 
successfully by a number of systems (DOE-ARM Raman lidar: Fer-
rare et al, 2006; MeteoSwiss aerological station at  Payerne, Switzer-
land: Calpini et al., 2009; the NASA/GSFC system: Di  Girolamo 
et al., 2004).  The constant C is related to the Raman water vapor 
cross-section and can be calculated from first principles (Venable 
et al., 2011) or calibrated using column water vapor measurements 
from MWR or GPS observations (Turner et al., 2000; Russo, 2007; 
Adam, 2010).  New methods, like that of the Howard University 
and NASA/GSFC lidar groups (Venable et al, 2011) have removed 
this requirement by using a NIST traceable light source to deter-
mine the calibration with less than 3% relative uncertainty. Note 
that above equation depends on the temperature sensitivity of the 
Raman cross-section, which is often neglected in the lower tro-
posphere but becomes important in the upper troposphere.  An 
 extensive discussion of this is available in Whiteman (2003).

Also the error analysis is straightforward and can be performed as 
in RRL for each profile according to

The majority of the Raman lidars operating today use the Nd:YAG 
laser at wavelengths of 355nm, where daytime solar background 
is considerable.  The Solar-Blind Raman lidar avoids the daytime 
background pollution of the Raman signal by operating at 248 nm 
wavelength, where solar background is negligible.  However, the 
range of this system is limited to less than a km because of the 
high absorption caused by ozone.  For short distances, solar blind 
 Raman lidars can provide a highly detailed and fast sampling rate 
that would allow flux calculations (Eichinger et al., 1993).   A spatial 
resolution of about 1.5m can be achieved (Eichenger et al., 1999).

4.3.2 dial

The DIAL lidar technique utilizes two laser wavelengths to deter-
mine the range-resolved profile of atmospheric water vapor num-

Figure 4-2.  Suitable water-vapor absorption lines and offline frequencies for DIAL in the 820-nm wavelength region 
and corresponding filter bandwidths for the IPM system.
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ber density or relative humidity (Bösenberg, 1998; Wulfmeyer, 
1998; Wulfmeyer and Bösenberg, 1998).  The online wavelength is 
tuned to a water-vapor absorption line while the offline wavelength 
is tuned to a nearby region that is weakly or not absorbed.  The 
lidar return from the “off ” laser wavelength provides a reference 
signal for the atmospheric scattering from molecules and aerosols 
and for the slowly varying “background” atmospheric absorption 
that is common to both lidar wavelengths.  The retrieval is executed 
using the DIAL approximation

where σ is the difference between the online and offline water- 
vapor absorption coefficients.  Pon and Poff are the online and off-
line signal return powers, respectively.  Obviously, no calibration 
of the DIAL system is required, the accuracy is mainly determined 
by laboratory measurements of the water-vapor absorption cross 
section in the wavelength range of interest.

Error analyses can be performed for each profile using

by exploiting the SNR of the return signals.  Here, ∆τ is differential 
optical thickness of water-vapor in a range cell.  Alternatively, error 
profiles can be determined by the analysis of the autocovariance 
function or the spectra of the high-resolution water-vapor time 
 series at each range level (Wulfmeyer, 1999a; Lenschow et al., 2000; 
Wulfmeyer et al., 2010).

Obviously, water-vapor DIAL measurements can be performed 
under a variety of atmospheric conditions even if the atmosphere 
is very dry, as long as the strength of the differential water-vapor 
 absorption cross section is adapted.  The signal-to-noise ratio of 
the signals is significantly higher in comparison to Raman signals, 
as elastic backscatter is used.  Therefore, if a high-power laser trans-
mitter is used at the same efficiency of the receiver and same laser 
power, better daytime performance of DIAL can be expected but 
the range may be limited.  This makes DIAL appropriate tool for 
high-resolution, turbulence resolving daytime measurements in 
the ABL (Wulfmeyer, 1999a,b) and for daytime upper tropospheric 
measurements.  Additionally, if a low-power, compact DIAL system 
is used, the error equation demonstrates that the same temporal-
spatial resolution of Raman lidar can be achieved during daytime.  
Further details are discussed and extensive performance analyses 
are presented in Wulfmeyer and Walther (2001a,b).

4.4  State of the Technology

4.4.1 dial sysTems

Differential absorption lidar systems have a long heritage having 
been demonstrated only one year after the first elastic lidar system 
(Schotland, 1964).  Limited primarily by the availability of tun-
able sources of laser radiation, ground based DIAL systems have 
been demonstrated for water vapor and are now quasi-operational 
(Wulfmeyer, 1998; Wulfmeyer and Bösenberg, 1998; Behrendt 
et al., 2009; Lazzaroto, 1999; Nehrir et al., 2011; Repasky et al., 
2011; Vogelmann et al., 2011).  Suitable water vapor vibrational- 
rotational bands are located around 820-840nm, 920-940 nm and 
longer wavelength regions of the IR.

Figure 4-3.  Results from a compact, all solid state DIAL system developed at Montana State University that utilizes a low 
pulse rate, high pulse rate transmitter.  Integration time for the measurement was 30 minutes. 
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The main challenge of the DIAL technique is the development and 
operation of a suitable laser transmitter.  In the DIAL  approximation, 
it is assumed that the laser transmitter spectrum can be considered 
as a delta function with respect to the water- vapor  absorption line.  
This leads to stringent requirements with respect to frequency sta-
bility, bandwidth, and spectral purity (Wagner et al., 2011).  High 
frequency stability in H2O DIAL systems has been accomplished 
by Alexandrite lasers (Wulfmeyer and Bösenberg, 1995, 1996), 
optical parametric oscillators (Fix et al., 1998) and other high 
power mixing systems.  These lasers are expensive and typically 
require significant scientific technical expertise.  This is a limita-
tion to the technique that has been a barrier to the use of DIAL 
in observational systems, except for a few meteorological agencies.  
One example of a quasi-operational DIAL system is the Institute 
for Meteorology and Climate Research-Atmospheric Environmen-
tal Research (IMK-IFU) instrument deployed at the Scheeferner-
haus Observatory on the Zugspitze in Germany (Vogelmann et al., 
2008).  This instrument utilizes two single mode optical paramet-
ric oscillators to seen a flashlamp-pumped Ti:Sapphire laser.  Pulse 
 energies of 250 mJ enable vertical measurements to heights of 12 
km, approximately five times per week, to investigate changes in 
upper tropospheric water vapor.

Recently, work has focused on development of low  energy, high 
pulse repetition rate DIAL instruments for water vapor profiling.  
Initial work was done by Machol et al. (2004), who demonstrated 

a DIAL system using a high pulse rate, low pulse energy diode la-
ser source, and solid state flared amplifier to measure water vapor 
in the boundary layer at nighttime.  The technique demonstrated 
by Machol et al. (2004) has been extended in recent years to day-
time by including transmitter-amplifier combinations with higher 
pulse energy, as shown in a poster presentation by Repasky (see 
Nehrir et al., 2009, 2001; Repasky et al., 2011) of Montana State 
University (MSU).  The workshop presentation presented  results 
obtained from a DIAL system utilizing the low power, high repeti-
tion rate, diode laser source methodology.  Such a system is likely 
to be  nearly an order of magnitude less expensive than prior high 
power systems.  Figure 4.3 shows results from the MSU instru-
ment, indicating good agreement with a sonde and  excellent tem-
poral stability.  Work is ongoing to increase laser pulse energy, a 
necessary improvement to enable daytime operation in regions of 
high water vapor.  Because of its potential for low cost and high re-
liability, this technology has promise for application in a surface-
based network.  

Figure 4.4 demonstrates the current daytime performances of a 
state of art ground-based DIAL at the University of Hohenheim.  
Measurements in the lower to the middle troposphere are possible 
with a resolution of 10 s and 60 m, respectively.  In the near-range 
measurements are possible even with a resolution of 1 s and 15 
m, respectively.  Turbulent processes are clearly resolved in the 
convective PBL (between 300-800 m).  Also above the PBL, highly 

Figure 4-4.  Time-height cross section of water-vapor measurement using the IPM system during COPS on July 26, 2007. 
The temporal-vertical resolution of the profiles is 10s and 60 m, respectively, throughout the lower troposphere.
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accurate measurements are possible resolving a complex vertical 
structure of the water-vapor field including wavelike activities.

Solar Radiation Influence
As water vapor DIAL operates in the near infrared, solar radiation 
background is important and operation at night will have higher 
performance than daytime.  Narrow interference filters are re-
quired for DIAL and this mitigates solar background as does the 
NIR wavelength where Rayleigh scattering is decreased dramati-
cally from visible wavelengths.

Calibration of the Water Vapor Mixing Ratio
The DIAL technique has the advantage that the water vapor absorp-
tion coefficient at these wavelengths is well known and only moder-
ately affected by temperature and pressure as the profile is retrieved 
at high altitudes.  The water vapor line strengths are listed in the HI-
TRAN database (Rothman et al., 2008).  The water vapor spectrum 
contains considerable absorption between lines in the IR spectrum 
and the source of such “continuum” absorption is an active research 
topic.  It not only affects retrievals of water vapor and temperature, 
but is important for other trace gas retrievals such as CO.

Eye Safety
At these near IR wavelengths, eye safety is an issue and may limit 
the use of the lidar systems if mitigation procedures are not em-
ployed.  While slant use of Raman systems has been used to give 
horizontal resolution for water vapor (Eichenger et al., 2006), DIAL 
would be more restricted from use in this mode because the direct 
beam would be more likely to be viewed in slant path.  Low power 
systems, such as that demonstrated by Nehrir et al., (2001), have 
the advantage that the power level of exposure can be controlled to 
be eye-safe by expansion of the outgoing laser beam.

4.4.2 raman WaTer vaPor Profiling sysTems

Raman lidar systems are based on mature technologies and are 
being used routinely for both research and operational purposes.  
Raman lidars have achieved a turnkey operational capability to 
continuously probe the PBL (Goldsmith et al., 1998; Calpini et al., 
2011).  Some of these systems require minimal intervention and 
maintenance for routine day and night operations.  The fact that 
the technology has been demonstrated in over 10-years of opera-
tional setting together with the minimal intervention required as 
compared to the DIAL technique has made it a preferred choice 
by many national weather services and agencies around the world 
(Germany in Lindenberg, MeteoSwiss in Payerne, several sites 
within the DOE/ARM network, and others are examples). 

During nighttime, many operating Raman systems can provide 
water vapor mixing ratio data from near the ground to more than 

10-12 km at night using averaging time in the order of 1-5 minutes.  
The altitude range can be extended by using longer averaging times 
and the error reduced by using statistical treatments.  During day-
time, the vertical range is about 4-6 km but longer averages have 
been used to extend the usable range.

Solar Radiation Interference
One of the main difficulties in the Raman-based water vapor pro-
filing technique is the weak Raman backscatter; it is about four 
orders of magnitude lower than combined Mie plus Rayleigh back-
scatter.  With signals that are extremely low, detection and isolat-
ing the water vapor signal from all other signals requires a very 
narrow bandwidth filter.  Raman operation in the daytime PBL is 
severely impacted by solar radiation background; which affects the 
efficiency of the detection statistics.  Because of this solar radiation 
interference, the daytime profiling capability is limited; for most 
systems this maximum daytime altitude for the water vapor mix-
ing ratio profile for 1-minute averaging time is about 4-6 km.  This 
is comparable or better than what can be achieved from passive 
systems. 

Calibration of Mixing Ratio
Raman systems provide profiles of water vapor mixing ratio (g/kg) 
and these measurements are traditionally calibrated using an exter-
nal sensor.  Water vapor mixing ratio value at a given altitude (typi-
cally from a radiosonde) or an integrated quantity like the inte-
grated precipitable water vapor (IPW) amount that can be derived 
from a GPS network, microwave radiometer, or sunpho tometer 
is used.  The calibration factors derived from such standard tech-
niques give very stable values, usually with changes that are less 
than 3-5% over several months to years (Turner et al., 2000). 

Recently, a technique have been developed that uses a NIST- 
traceable lamp as a calibration source and has shown great promise 
that allow for the independent determination of the water vapor 
mixing ratio calibration factor for a Raman lidar system ( Venable 
et al., 2011).  This technique utilizes a procedure whereby a light 
source of known spectral characteristics is scanned across the 
 aperture of the lidar system’s telescope and the overall optical 
 efficiency of the system is determined.  The method leads to a sta-
ble, theoretical determination of the water vapor mixing ratio cali-
bration factor.  A comparison of the theoretical and experimentally 
determined values agrees to better than 5%. 

Eye Safety
The outgoing laser beam is expanded many times to achieve eye 
safety.  The eye safety is an important consideration for an auto-
mated system and the reason why the fundamental and the second 
harmonic wavelengths of the laser are generally not transmitted.  
Typically, eye safety considerations are dealt with by expanding the 
outgoing beam.
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State of the Art Systems
Two examples that demonstrate the state of the art in continu-
ous day-night and operational profiling of the PBL in use are the 
 RALMO (Raman Lidar for meteorological observations, SWISS 
Meteorological Service (MeteoSwiss), http://eflum.epfl.ch/re-
search/lidars/ralmo) at Payerne, Switzerland, and the DOE/ARM 
CARL (Goldsmith et al., 1998; Ferrare et al., 2006).  

RALMO is fully automated, self-contained, eye-safe instrument 
for day and night-time vertical profiling of water vapor mixing 
ratio, aerosol backscatter, and extinction within the troposphere.  
The system uses a variable resolution with height for water vapor 
mixing ratio: 2-minutes and 15 m in the boundary layer chang-
ing to 30-minutes and 100–450 m in the free troposphere for time 
and vertical resolution, respectively.  Similar resolutions hold for 
aerosol extinction and backscatter coefficients.  RALMO’s highest 
altitude range during daytime is 5 km while at night measurements 
are given to 10 km altitude.  The lowest altitude of usable data for 
RALMO is 50 m, made possible by the unique multi-telescope de-
sign of the system.  The water vapor mixing ratio detection limit 
for RALMO is 0.2 g/kg.  Data from RALMO is automatically pro-
cessed and prepared for upload to MeteoSwiss for operational use.

The Central Oklahoma ARM Raman Lidar (CARL) is located at the 
Southern Great Plains (SGP) central facility in north-central Okla-
homa and has operated since 1996.  The system uses a frequency 
tripled Nd:YAG laser, transmitting nominally 350 mJ pulses of 355 
nm light into the atmosphere at 30 Hz.  The backscattered light is 

collected with a 61-cm telescope.  The system measures backscat-
tered light at the laser wavelength (aerosol return), as well as 408 
and 387 nm (water vapor and nitrogen Raman shifted returns, re-
spectively).  CARL has 10 detection channels giving aerosol back-
scatter, depolarization, water vapor, temperature, and experimen-
tal channels for liquid/ice water content.  The aerosol return is split 
into co-polarized and cross-polarized channels with respect to the 
laser’s output in order to compute the linear depolarization ratio.  
Recent modifications and details on the configuration of the Ra-
man lidar can be found in (Goldsmith et al., 1998; Ferrare et al., 
2006).  CARL is operated in weather controlled housing through 
an optical window that adds an all-weather capability leading to 
profiles of water vapor mixing ratio in light rain and virga condi-
tions.  Figure 4.6 shows CARL uptime over a 4-year period indicat-
ing high overall reliability.

CARL Raman Atmospheric Temperature
A routine measurement of the temperature profile is also available 
from the CARL Raman lidar.  It uses the anti-stokes regime (353.3 
and 354.3nm) for detection and operates continuously (Newsom 
and Turner, 2011).  Data reduction is automated and calibration of 
overlap is made using radiosondes.  Complete overlap is achieved 
at about 4km.  Raw data is collected at 10 s and 7.5 m resolution but 
temperature data is derived and provided at 300m in height and 60 
min time averaging.  The calibration constant is relatively stable 
with a variation of about 2.3%.  The a mean nighttime temperature 
error is about 1.5°K or about 0.5% and daytime errors vary from 
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Figure 4-5.  An example of a time-height false color plot of 6-day sequence of water vapor mixing ratio (g/kg) from the 
MeteoSwiss Raman lidar system (RALMO). A detailed picture of the PBL and nighttime UT is clearly captured. Note also 
the daytime-noise signature starting about 5-6km around 12UTC.
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1.5 to 2°K below 6 km and increases to >5°K above.  The tempera-
ture data is only valid below clouds and when a good overlap cor-
rection is determined with a comparison with AERI observations 
showed  correlation coefficients  > 0.96 below 3km (AERI limit) 
and a median difference of +/−0.5 %.  

4.5 Strengths, Weaknesses

DIAL and Raman lidar-based profiling of temperature and water 
vapor have many strengths and weaknesses that are directly rel-
evant to suitability for network deployment.

4.5.1 StrengthS of raman Lidar

History of continuous operation:  Unlike many passive remote-
sensing instruments that require inversion schemes, the Raman 
lidar technique allows for a direct method of profiling water  vapor 
mixing ratio amounts.  Furthermore, for each profile, accurate 
 estimates of the error covariance matrix can be determined in de-
pendence of weather conditions.  This makes Raman lidar a nearly 
ideal remote sensing system for data assimilation (Grzeschik et al., 
2008).  The Raman lidar system gives very high vertical and tempo-
ral resolution of water in the PBL.

Ease of operation:  Raman lidars are relatively easy to operate and 
can be remotely controlled.  Even at their worst, daytime perfor-

mance, Raman lidars outperform passive sensors both in temporal 
resolution as well as altitude coverage.

Error analysis:  The noise error covariance matrix can be retrieved 
for each profile in dependence of weather conditions.  Error analysis 
is easily quantifiable and variables are usually known, unlike passive 
sensors that have to depend in a complicated covariance matrix.  

Adaptability and expansion:  Raman lidars can be designed to 
include receivers for rotational channels and be used to simultane-
ously retrieve temperature and water vapor profiles.  In fact, many 
of the Raman lidars mentioned above do include simultaneous 
temperature and water vapor sensing.

4.5.2 WeakneSSeS of raman Lidar

Solar radiation interference:  An inherent difficulty in the 
 Raman-based water vapor profiling technique is the weak Raman 
backscatter signal.  As discussed above, a good detection of these 
signals and isolation from the solar background requires very 
narrow bandwidth and high out-of-band-rejection filters as well 
as high-power laser transmitters and large receivers.  The current 
capability in filter technology and solar radiation error rejection 
techniques limit daytime water vapor mixing ratio profiling to 
4-5 km at 1 minute resolution.  However, although reported here 
as limitation, this daytime capability is superior to most passive 
sensors. 

Figure	
  4.6:	
  CARL	
  Raman	
  lidar	
  up6me	
  from	
  January	
  1996	
  to	
  May	
  2010.	
  The	
  up6me	
  significantly	
  improved	
  and	
  data	
  availability	
  improved.	
  Data	
  was	
  
available	
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  (Turner	
  et	
  al.	
  2010) 

Figure 4-6.  CARL Raman lidar uptime for January 1996 to May 2010.  The uptime significantly improved and data 
availability improved.  Data was available about 89% of the time (courtesy of D. Turner, unpublished).
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Calibration of mixing ratio:  Raman systems provide profiles 
of water vapor mixing ratio (g/kg) and these measurements are 
traditionally calibrated using an external sensor although recent 
work by Venable et al (2011) have demonstrated calibration with-
out an external WV reference.  When using an external source, 
water vapor mixing ratio value at a given altitude (typically from a 
radiosonde) or an integrated quantity like the Integrated Precipi-
table Water vapor (IPW) amount that can be derived from a GPS 
network is used.  The calibration factors derived from such stan-
dard techniques give very stable values, usually with changes that 
are less than 3-5% over several months or even years (Turner et al., 
2000). 

Overlap correction:  As with all lidars, the incomplete overlap 
of the laser beam and the receiver telescope field of view in the 
immediate distances above the lidar significantly affects the per-
formance of lidars.  This incomplete overlap distance depends on 
the design properties of each lidar and amounts to about 100’s of 
meters depending on the width of the field of view of the telescope.  
Most lidar designs attempt to minimize the effect by smart optical 
(telescope) design.  Central to most of these corrections is the as-
sumption of vertically homogenous atmosphere within the overlap 
region.  However, this can be avoided by a scanning lidar.

Laser maintenance:  The laser source in all lidar systems is a large 
portion of the installation and running cost.  While laser lifetimes 
have improved, especially with diode pumped lasers over flashlamp 
pumped lasers, mean-time-between-failure (MTBF) for lasers in 
continuous mode is still an issue.  If rapid field support is not com-
mercially available for the laser source, redundancy in laser sources 
will be required to maintain continuous operations.

Environmental issues:  Weather controlled Housing: Most day-
night operational lidars use Nd:YAG or Ti:Sapphire lasers.  These 
laser systems require temperature controlled housing for optimal 
operation.  Other protective designs from rain and/or hail need to 
be installed to safeguard the telescope and associated electronics.  
Other than the eye safety issue, there are no other environmental 
effects that a lidar network will introduce on the environment.

Eye Safety Issues:  Although the laser beam output can be de-
signed to be “eye-safe”, the system should be constructed in such a 
way that it is not possible for humans to stare into the beam directly 
from close distances.  This is mostly accomplished by fencing the 
lidar system and/or having the beam outlet high and out of reach 
of the public.  Further, the standard laser safety precautions and 
warnings must be met and the necessary FAA and other regulatory 
coordination are required.

4.5.3 sTrengThs of dial

Solar radiation interference: The sensitivity with respect to 
daylight background is strongly reduced in comparison to Raman 

 lidar.  Some differences in performance may remain, however, the 
extraordinary combination of temporal and spatial resolution is 
superior to passive remote sensing and superior to Raman lidar 
during daytime.

Calibration: The DIAL technology is a “self-calibrating” remote 
sensing technology.  Typically, a systematic error of <5% can be 
expected throughout the troposphere. 

Temporal and spatial resolution: High-power DIAL systems 
demonstrated the highest accuracy and resolution of all water-va-
por remote sensing technologies yet.  The combination of spatial 
and temporal resolution up to the upper troposphere (few 100 m 
and min) fulfills the requirements for data assimilation in mesoscale 
models during daytime and nighttime (Wulfmeyer et al., 2006).  As 
during daytime the SNR of a low-power DIAL is still high enough 
for profiling in the lower troposphere, low-power compact DIAL 
systems are very interesting and affordable options for future water-
vapor remote sensing networks.

Error analysis: The noise error covariance matrix can be retrieved 
for each profile in dependence of weather conditions.  The bias is 
usually that low that bias correction in any data assimilation sys-
tem is not necessary (Wulfmeyer et al., 2006). 

Scanning capability: It is possible to operate scanning DIAL sys-
tems during daytime so that the profiles can be extended to the 
ground closing an important gap to the surface.  Because of eye 
safety issues and compliance with FAA regulations in the U.S., 
scanning an infrared system is more challenging than an ultravio-
let system as some jurisdictions do not accept radar interlocks to 
protect overflying aircraft.

4.5.4 Weaknesses of dial

Complexity of laser transmitter:  The DIAL technique requires 
a laser transmitter with high frequency stability, low bandwidth, 
and high spectral purity.  It is challenging to maintain all these 
requirements, simultaneously, and at high average power.  Criti-
cal laser technology includes fully diode-laser pumped, frequency 
doubled Nd:YAG lasers for driving Ti:Sapphire, OPOs, or mixed 
Garnet transmitters. 

Overlap correction:  Same as Raman lidar (see above).  However, 
measurements close to the ground are possible with scanning sys-
tems (Behrendt et al., 2009).

Environmental issues: weather controlled housing:  Same as 
Raman lidar except that better vibrational control is useful for the 
operation of DIAL transmitters.

Eye-Safety Issues:  As DIAL is operating in the near-IR, eye-safety 
is a more difficult issue than for Raman lidar.  However, if low-
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power operation of DIAL is considered, this system can be made 
fully eye-safe as well.

4.6 Readiness for deployment 
  in a Network

The routine and operational Raman lidars mentioned above (e.g., 
RALMO, CARL) are rather “large” and may be costly to be consid-
ered as network ready.  They are less complicated, however, than 
the existing NWS operational Weather Surveillance Radar (WSR-
88D) instruments. 

A recent development that has made the compact DIAL closer to 
a reality is the progress made by researchers at Montana State Uni-
versity (Nehrir et al., 2011).  They have demonstrated the feasibil-
ity of using commercially available low energy, high pulse repeti-
tion frequency diode laser based seed sources and amplifiers for 
retrievals of lower tropospheric water vapor and aerosol extinction 
profiles with integration periods of 20 minutes and 1 minute, re-
spectively.  Recent improvements in this technology indicate the 
possibility of retrieval of boundary layer water vapor and aerosol 
extinction profiles at resolutions approaching 10 minutes and 1 
second, respectively.  Daytime profiling of water vapor to about 3 
km and nighttime profiles to about 6 km with a resolution of 150 
m or less appears potentially feasible.  

4.6.1 dePloymenT scenarios

The most feasible deployment scenario for lidars, at the moment, 
is distributed zenith profiling with each lidar co-located with other 
passive and in-situ sensors.  This co-location with microwave sys-
tems will compensate for data loss from lidars during rain/clouds. 

A recent report (Turner et al., 2011) assumes 140 Raman lidars 
at the NWS WSR-88 locations.  Such a network would be capa-
ble of capturing the synoptic scale variability of the water vapor 
and temperature variations but will miss much of the mesoscale 
and sub-mesoscale water vapor variability important for convec-
tion and quantitative precipitation forecasting as investigated in 
IHOP_2002, COPS2007 and other field sites (Weckwerth, 2004; 
Wulfmeyer et al., 2008). 

Additional Benefits of Scanning
Data derived by scanning lidar systems can be applied to many dif-
ferent atmospheric applications.  These include the study of spatial 
variations of aerosols and the BL dynamics (Piironen and Eloranta, 
1995; Mayor and Spuler, 2004), near surface moisture transport 
due to turbulence, heterogeneity of evaporation, and application in 
complex train flow studies (see Behrendt et al., 2009 for extended 
discussion).  By scanning the system rapidly, flow of aerosol and 
water vapor structures can be visualized.  It is possible to mitigate 
the overlap issues discussed above by obtaining near surface data 
to the side of the lidar.

Unfortunately, there are very few water vapor and temperature  lidar 
systems that operate in scanning mode.  Scanning a laser beam is 
commonly avoided because of eye-safety considerations.  In addi-
tion, scanning DIAL systems would limit the altitude and range 
of the probed water mixing ratio (because of beam attenuation in 
the thicker PBL) and make its use questionable.  Further, scanning 
systems tend to be operationally complex and unstable compared 
to zenith profiling systems.  The UHOH scanning RRL system 
(Radlach et al., 2008) and the DIAL system (Behrendt et al., 2009) 
are the most advanced operational scanning RRL and water vapor 
lidar systems.  Although these systems have expanded the applica-
tion of lidar data into many different types of study (farm animal 
effluent dispersion; spatio-temporal aerosol variability, low-level 
moisture variability; see Behrendt et al., 2011a; Valdebenito et al., 
2011), they still require extensive attention during operation.

4.6.2 aPProximaTe cosTs

Water vapor and temperature profiling lidars are not commercially 
available yet.  But, there are a number of systems in operation and 
the approximate costs are given in the table below.  In the estimate 
below, estimates of costs of some promising systems that are under 
development and may appear in the market in the coming year or 
two, if not months, are also included.  The statement that is “game 
changer” here is that the lidar community is poised for breakthrough 
systems that may be cost competitive with available commercial pas-
sive systems. 

Figure 4-7.  A picture of the DOE/ARM Raman lidar locat-
ed at the Central Oklahoma Facility in Lamont, Oklahoma.
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Name
Approximate 
Initial Cost
($K USD)

Operating 
Cost

($K USD)

Auton-
omous

Variable 
Measured

Resolution

Accuracy
Maximum 

Range
Vertical Temporal

Raman Lidars

CARL 1500 15-20 Y

Temperature 30m 15m <1.5 K 4km Daytime; 
10km Night

Water Vapor 30m 10s <5%

Comment:  Turner and Goldsmith, 1999; Ferrare et al., 2006; Newsom and Turner, 2011.

RALMO 600-700 15-20 Y

Water Vapor

Variable:
< 4km-15m; 

< 6.5km-30m;
< 9km-100m; 
> 9km-300m

Variable:        
< 4km-10min;
> 4km-30min <5%

5km Daytime; 
12km Night

Temperature ~0.5 K

Comment:  Material cost is 500K CHF (~$634 USD).  Contact: valentin.simeonov@epfl.ch

HURL 250 15-20 N Water Vapor 30m 1min ~5%
4km Daytime; 
10km Night

Comment:  Material cost only. HURL is a research and teaching Raman lidar.
DIAL

MSU-DIAL <100** 10 N Water Vapor < 150m 5min N/A
3km Night

6km Daytime
Comment:  Montana State University DIAL lidar:  **Estimated material cost only. Nehrir et. al. (2011).

IMK-IFU >600 10 Y Water Vapor 50-250 41s 
5%

(to 5 km)
~12km

Comments:  Five profiles per week.

Table 4-1.  Table showing costs and operating parameters for current and future lidar systems.  Costs and performance 
for the Montana State DIAL system are projected for the next generation version of the instrument.

4.7 Research Needed

The challenges facing the lidar community for networking lidars 
can be divided into the following three main categories. 

4.7.1 laser and associaTed Technology

The first can be classified as of technological nature, e.g., the gener-
al lack of availability of affordable laser technology that would yield 
a consistent and stable power and bandwidth as well as frequency 
stability.  This lack of appropriate laser technology specifically tar-
geted for atmospheric lidar remote sensing affects both the DIAL 
and Raman lidar techniques.  The critical laser technologies are 

high-power diode lasers for laser pumping and for direct operation 
as water-vapor DIAL as well as high-power diode-laser pumped 
Nd:YAG laser technology for improving laser stability, minimizing 
maintenance costs and cooling power, and for increasing the SNR 
of the backscatter signals (Ostermeyer et al., 2006).  For Raman 
lidar but also for pumping DIAL laser transmitters, these diode-
pumped Nd:YAG lasers should have an average power of 100 W in 
the IR at repetition rates of 50-500 Hz.  A research input into such 
lasers and associated technology will yield a large payoff towards 
making routine operation of lidar-based water vapor and tempera-
ture profiles and the realization of lidar networks in a cost effective 
manner. 



44

Automated calibration systems have begun to be developed for 
 lidar (Venable et al., 2011).  The ability to determine and correct 
the overlap function for these lidars also needs automation, if ex-
tension of lidar data down to the surface is planned.

4.7.2 lidar for daTa assimilaTion

The second area of research needed is of atmospheric application 
and network design.  A rigorous and detailed Observation System 
Simulation Experiment (OSSE) that takes into consideration the 
different lidar technologies involved and an accurate characteriza-
tion of the error characteristics for each system is lacking.  A recent 
work by Otkin et al. (2011) published such a study that attempt-
ed to compare and quantify the benefits of assimilating an AERI, 
MWR, and Raman lidar and the resulting combinations.  However, 
the study was made for a single case and was not comprehensive. 
Further, there have not been research investigations specifically 
designed to enumerate the cost-benefit analysis of scanning ver-
sus no scanning systems in numerical weather forecasting mod-
els.  In particular, data assimilation impact and process studies 
with a combination of different sensors need to be investigated.  
Most of these questions can also be addressed using existing data 
of ground-based Raman lidar and DIAL systems in combination 
with OSEs on the convection-permitting scale.  It is very timely 
to use these data for more extended OSE impact studies, as error 
covariance matrices can easily be constructed and ingested in data 
assimilation systems in combination with Rapid Update Cycle 
(RUC) models.

4.7.3 commercializaTion and Packaging

The third area that is very much in need of research is the pack-
aging and commercialization of small lidar systems.  Research 
funding through a Small Business Innovation Research initiative 
has been started by NWS (Facundo et al., 2011).  This call defined 
requirements, needs, and boundaries of the data needed by NWS 
for a continuous water vapor profiling system.  Such specifications 
provide a framework for future operational systems and allow the 
commercial companies what to aim for in terms of the capabil-
ity of the lidar systems.  The multi-instrument integration with 
lidars, GPS-MET, and surface observations instruments will pro-
vide a needed boost for more improvements.  Such opportunities 
for commercialization and integration of synergistic instruments 
should be expanded.

4.8 Synergy with other instruments

A very important aspect of lidar is its synergy with other remote 
sensing instrumentation.  Mixing ratio profiles from a lidar typi-
cally made at 1-minute resolution are easily combined with tem-
perature profiles measured either with a microwave radiometer 

(MWR) or Atmospheric Emitted Radiance Interferometer (AERI) 
measured temperature profiles to reveal a more complete picture of 
the thermodynamics of the low level boundary layer (e.g., the dry-
line passage or frontal passages in Turner et al., 2000).  In addition, 
lidars have an important synergy with radars in cloud boundary 
and cloud-microphysics studies.  A combination of radar-lidar-
radiometer profiling has resulted in the derivation of many bulk 
cloud microphysics properties (Comstock et al., 2011).

4.9 Contributions for Air Quality 
  Applications

One of the main data products from lidars is the elastic backscatter 
return.  This elastic signal contributes to air quality applications in 
a number of ways 

Monitoring the boundary layer:  Knowledge of BL characteristics 
is crucial in developing an understanding of air pollution dynam-

Figure 4-8.  Examples of (top) a well resolved transient 
atmospheric wave: the undular bore.  The design of ceil-
ometers is ideal for capturing such dynamic and transient 
atmospheric phenomena.  (Bottom) A correlation of par-
ticulate matter versus ceilometer derived backscatter at 
Howard University Beltsville Research Center.
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ics and forecasting pollution using numerical weather models.  The 
lidar is an excellent instrument in monitoring the routine diurnal 
evolution of the BL.  A number of methods for retrieving mix-
ing layer height from lidar backscatter profiles have been demon-
strated and compared to radiosonde and other instrumentation 
and models (see Menut et al., 1999; Steyn et al., 1999; Cohn and 
 Angevine, 2000; Davis et al., 2000; Munkel et al., 2007; Pal et al., 
2009).  Lidar-derived BL heights are part of NASA-NOAA high 
resolution model verification study (McQueen et al., 2010 and an 
overview is available at http://www.emc.ncep.noaa.gov/mmb/aq/
pbl/; accessed July 10, 2011).

Lidar remote sensing for aerosol, dust, and volcanic ash 
monitoring:  There are a number of sites and networks involved in 
monitoring the aerosol loading in the troposphere and transport of 
pollution.  These include lidar networks like the European EARLI-
NET (Pappalardo et al., 2004) the Asian Dust Network (Murayama 

et al., 2001), NASA’s Micro Pulse Lidar Network (MPLNET, Welton 
et al., 2010 (visit http://mplnet.gsfc.nasa.gov/), the ceilometers net-
work of the German Meteorological Service (Flentje et al., 2010), 
and the current GALION initiative of the WMO (WMO, 2007) 
(available at the WMO site: http://www.wmo.int/pages/prog/arep/
gaw/gaw-reports.html).  These activities and network sites dem-
onstrate the high-quality and mature stages that lidar profiling has 
reached.  An interesting blog of such activities and networks is 
available at http://alg.umbc.edu/usaq/.  Recent investigations have 
focused on multi-wavelength and multi-polarization lidar profiling 
efforts to measure the aerosol concentration and size ( Veselovskii 
et al., 2009) as well as detailed study of the correlations of lidar 
extinction to measurements of aerosol (PM10) concentration and 
evolution  (Van der Kamp and McKendry, 2010; Munkel et al., 
2007; Raut and Chazette, 2009).
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The remaining techniques providing thermodynamic information 
broadly fall in the category of active microwave remote sensing.  
There are a variety of approaches available that primarily constrain 
moisture, and most of them are relatively insensitive to weather 
conditions.  The information retrieved is however generally insuf-
ficient, but it can add value to that provided by other techniques.

5.1 Refractive index or Time of 
  Travel measurements

The average refractive index of air along a path can be derived by 
measuring the time of travel of electromagnetic waves between 
two points: one with a transmitter, and another where the signal is 
either received or reflected back towards the transmitter that will 
then also act as a receiver.  The delay in the time of travel compared 
to an expected value in vacuum hence provides one constraint on 
path-integrated pressure, temperature and vapor pressure (Bean 
and Dutton, 1968; Rüeger, 2002).  While the measurement only 
provides one constraint for three variables and is hence incomplete, 
it is relatively easy to make and can be achieved in most weather 
conditions.

Three technologies rely on this approach: 1) the measurement of 
refractive index profiles using a Global Navigation Satellite Systems 
(GNSS) satellite as a signal source and a low-orbiting satellite as 
a receiver, 2) the estimation of precipitable water vapor (or total 
slant delay) using GNSS satellites and receivers at the ground, and 
3) the radar measurement of refractivity.  The satellite-to-satellite 

technique (Ware et al., 1996) is booming with the deployment of 
several satellites systems just for that purpose such as COSMIC/
FORMOSAT-3 (e.g., Anthes et al., 2008; Figure 5.1).  It is already 
exploited by many weather forecasting centers (Cucurull and 
Derber 2008) but its information is currently not of high-enough 
resolution for mesoscale work at this time, especially in the lower 
troposphere at this time.  In the second technique, ground based 
receivers measure precisely the small delay caused by the atmos-
phere on a satellite-ground path.  That delay is the sum of a dry 
delay due to the path-integrated density, or the weight, of the at-
mosphere, and a wet delay that is a function of ∫e/T2, e being the 
partial pressure of water vapor and T being temperature.  In hydro-
static equilibrium, surface pressure is a function of the weight of 
the atmosphere above, and this can be used to estimate the dry de-
lay, leaving us with an estimate of the wet delay between the surface 
and the dozen of GNSS satellites in view at any one time (Braun et 
al., 2001; Braun et al., 2003; Bengsson et al., 2003).  The technology 
is well proven.  At about $15K per site, it is also the cheapest of all 
the techniques presented in this document.  SuomiNet (Ware et al., 
2000, http://www.suominet.ucar.edu/; Figure 5.2) is an example of 
a network of ground-based GNSS receivers designed for the pur-
pose of estimating precipitable water.  Data assimilation of slant 
delays has shown positive impact on QPF (Poli et al., 2002; Zus et 
al., 2008; Bauer et al., 2011; Zus et al., 2011).  The third technique 
uses radar and fixed targets to measure refractive index between 
each radar-target pair (Fabry et al., 1997; Fabry, 2004; Weckwerth 
et al., 2005; Roberts et al., 2008).  With enough targets, horizontal 
maps of refractive index can be built up to a range of approximately 

Figure 5-1.  Schematic diagram illustrating the radio occultation of GPS signals (Anthes et al., 2008).

SeCTioN 5.  oTheR meThodS
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40 km from a scanning radar (Figure 5.3).  However, only data a 
few tens of meters above the surface can be derived.  The technique 
nevertheless could provide information with the existing radar in-
frastructure, and is being deployed for operational use in France 
and the United Kingdom.

5.2 Radio Acoustic Sounding System

When matched with an acoustic source, wind profilers can measure 
the speed of sound waves as a function of height, from which a vir-
tual temperature profile can be derived (Marshall et al., 1972; North 
et al., 1973; Wilczak et al., 1996; Figure 5.4).  This radio acoustic 

sounding system, or RASS, is used in most current wind profil-
ers of the National Profiler Network (http://www.profiler.noaa.gov/
npn/).  While RASS provides one of the best range- resolved con-
straint on (virtual) temperature, its reliance on a sound source that 
can disturb neighbors was seen negatively by many workshop par-
ticipants.  Also, the height up to which RASS can get temperature 
is limited for UHF profilers. 

5.3 other Radar-only methods 

In addition to the previous active microwave methods that have all 
been used in operational settings, more experimental techniques 

Figure 5-2.  Precipitable water (in cm) map derived from GPS receivers of the SuomiNet network (white dots on the left 
image) showing the warm and humid sector of a growing low pressure system observed at the surface (right) in the 
southern U.S. on 5 April 2006.

Figure 5-3.  Rainfall accumulation over a 24-hr period (first image) responsible for the time evolution of refractivity (N, 
following images) and dew point temperatures (Td) on the first sunny morning following the rain.  Thanks to very weak 
winds, we observe the gradual appearance of regions of different humidity, with more humid regions corresponding to 
areas of heavy rain on the previous days.  Range rings are every 20 km (Fabry, 2003).
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have been devised.  The same wind profilers that are used with 
RASS can also be used to detect clear air echoes caused by tem-
perature and especially moisture discontinuities (Figure 5.5).  One 
can then use this gradient detection capability in combination with 
lower resolution sensors such as GNSS receivers (Gossard et al., 
1999; Stankov et al., 2003) or microwave radiometers (Bianco et 
al., 2005) to build a more accurate and higher resolution profile of 
refractive index or of humidity. 

Finally, in the same way that two laser frequencies can be used to 
make a DIAL, two radar frequencies can be used to make a DIf-
ferential Attenuation Radar (DIAR) if the atmosphere attenuates 
the signal differently at the two frequencies.  This works provid-
ed that the target has properties that do not change significantly 
between these two frequencies.  It has recently been attempted 
by  Ellis and Vivekenandan (2010) using the edge of precipitation 
trails as targets for an S-band (10-cm) and a Ka-band (8.6 mm) 
radar to retrieve a humidity profile (Figure 5.6).  DIAR sampling 
depends on the presence of a distribution of background targets at 
various ranges to recover water vapor profile information, so the 
profile depth of retrieved water vapor may be limited, particularly 
in precipitation-free conditions. 

5.4 Beyond the Remote Sensing
  of electromagnetic Waves

While the focus of the workshop was primarily on techniques 
 using the remote sensing of light and radio waves, other meth-
ods have been used to obtain temperature and humidity profiles.  
Currently, one operational system involves soundings from com-
mercial aircraft, such as Aircraft Meteorological Data Reports 
(AMDAR; Moninger et al., 2003) and Tropospheric Aircraft Mete-
orological Data Reports (TAMDAR, Moninger et al., 2010).  Other 
experimental techniques have been utilized, such as tethered bal-

loons, unmanned aerial vehicles (Holland et al., 1992), dropsondes 
launched from research airplanes (Hock and Franklin, 1999) or 
from stratospheric balloons, and sodars (Coulter and Kallistratova, 
2004, Bradley, 2008).  However, in-situ measurements remain dif-
ficult to make with the needed density while sodars have limited 
height coverage (typically <1 km AGL) and usefulness for thermo-
dynamic profiling.  Among other problems, regulation agencies 
such as the FAA put severe limits to the operations of in-situ sen-
sors such as unmanned aerial vehicles (UAVs) .

5.5 enhancing Profiling Technologies

None of the technology presented above can, on their own, fulfill 
the mandate of providing the needed thermodynamic information.  
At least two reasons can be invoked.  First, none of the technologies 
profile temperature and humidity at the needed resolution under 
all weather conditions.  Second, the density of proposed profiling 
sites is still low for many applications.  To mitigate these problems, 
two solutions must be explored: how can we best combine different 
technologies, and can we make more measurements than simply 
profiling thermodynamic variables.

5.5.1 Possible synergies and Their basis

In order to determine the best, or at least a good, profile of tem-
perature and humidity in all weather conditions, one is forced to 
consider how best to combine the different technologies and to 
look for synergies.  Several examples of synergies were presented in 
previous sections.  While valuable, these combinations were driven 
more by what instruments were available at a given site than by any 
systematic approach.  In the context of a deployment of a thermo-
dynamic profiling network, we must attack the synergy issue in a 
more formal manner.

Figure 5-4.  The UHF profiler of McGill (left) University surrounded by four sound producers to provide RASS capability 
measured the passage of a cold front between 20 and 21 UTC (right).
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Figure 5-6.  PPI plots of (left) Ka-band and (right) S-band reflectivity values.  Differential attenuation is measured along 
the path of the arrows and is used to retrieve path-integrated humidity (Ellis and Vivekenandan, 2010).

Figure 5-5.  Virtual potential temperature and water vapor mixing ratio from four soundings at the times shown are 
plotted in the upper panels.  The lower panel shows a time-height section of reflectivity from a UHF profiler (arbitrary 
intensity scale).  Layers of echoes correspond to levels where the potential temperature and the absolute humidity 
change rapidly.  Adapted from Angevine et al. (1998).
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Strictly speaking, given n possible types of instruments, one can 
devise [2n − 1] combinations of sensors in a site.  There are clearly 
too many permutations to consider each systematically.  One must 
hence look at complementarity between sensors in terms of their 
characteristics (Table 5.1).

A possible method to approach the search for synergies is as fol-
lows.  If we limit ourselves to search for possible rationales to pair 
two technologies, we must find ways to combine the strengths of 
those different technologies.  Two possible examples:

Combining instruments with low-resolution but complete 
information with instruments detecting gradients: Some 
instruments provide good reference information but have too low 
a resolution to be complete (e.g., IR and microwave radiometers, 
GNSS receivers).  Other instruments are capable of detecting gra-
dients, but do not provide absolute values of humidity or tempera-
ture (e.g., wind profilers).  Together, they can be used to both detect 
gradients such as fronts and boundary layer tops as well as deter-
mine layer-mean values.

Combining the high resolution information of a  technology 
requiring long dwell times and the low resolution infor-
mation from a technology requiring short-enough dwell 
times to be able to scan: Optical-based technologies (lidars, 
infrared radiometers) tend to provide higher-resolution informa-
tion than microwave-based ones, but often have longer dwell times 
and higher weather sensitivity; they however make great vertically 
pointing instruments.  Microwave-based approaches (microwave 
radiometers) have lower weather sensitivity and generally shorter 
dwell times, making them capable of scanning and of constrain-
ing temperature and humidity over a larger region.  Together, they 
would considerably improve our ability to make thermodynamic 
measurements at the mesoscale.

There have been attempts to combine information from multiple 
sensors for thermodynamic profiling.  In addition to the already-

mentioned work of Gossard et al. (1999), Stankov et al. (2003), and 
Bianco et al. (2005) on combining wind profilers with other instru-
ments, methods have been developed to combine optimally infor-
mation from different instruments such as a microwave radiome-
ter, a cloud radar, a ceilometer, the nearest operational radiosonde, 
surface measurements, and statistics from a cloud model (Löhnert 
et al., 2004) or by using IR and microwave radiometers (Löhnert 
et al., 2009).  A debate still rages as to whether one should use the 
retrievals obtained from these techniques or instead assimilate all 
data streams into a numerical model and let the assimilation sys-
tem sort out how to best reconcile and combine all measurements 
and physics constraints.  A significant number of workshop atten-
dants viewed the real-time, comprehensive integration of measure-
ments as a highly desirable feature.

The search for the best combination of instrumentation is bound to 
be complex, as one searches for the best combination of resolution, 
accuracy, coverage, weather insensitivity, and affordability.  There is 
no magic bullet, and specific combinations of instruments may de-
pend on climatology.  For example, climatic regimes with frequent 
low-level clouds would likely require the all weather capability of 
microwave radiometers, whereas infrared devices would be more 
advantageous in semi-arid environments.  Because of the limited 
number of researchers working on each of these many technolo-
gies, there have been few opportunities to look for such synergies.  
This will have to be a major undertaking in the near future.  And 
the search for these synergies may be best done in a simulation 
environment such as OSSE mentioned in Section 1.

5.5.2 To scan or noT To scan

What should we do in between sites?  Because we cannot afford 
a much denser network, we have either to rely on past or other 
information to interpolate the data between sites or try to make 
some measurements in between sites, for example by having some 
sensors scan.

Table 5-1.  A brief summary of the relative strengths and weaknesses of many of the technologies presented in this 
document. For the relative assessment, infrared radiometry was used as the benchmark.

Technology Relative Strengths Relative weaknesses
Infrared radiometry
(passive optical)

- Commercially available - No information above cloud base

Raman and DIAL lidars
(active optical)

- Highest resolution information - Weather sensitivity
- Costs

Microwave radiometry
(passive radiowave)

- Commercially available
- Mostly weather insensitive

- Few constraints; limited resolution

Ground-based GPS receivers - Lowest cost
- Weather insensitive

- Lowest information content 
   (precipitable water only)

Wind profilers
(active radiowave)

- High resolution gradient detection
- All-weather winds measurements

- Least quantitative
- Costs
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A great deal of discussion arose as to whether some of the instru-
ments should scan in elevation and azimuth or simply stare verti-
cally.  To scan or not to scan is a complex question with a blend 
of scientific, technical, and logistical considerations.  It was also 
a polarizing topic among workshop participants as some instru-
ments can scan more easily than others, giving these technologies a 
perceived edge in the context of a measurement network designed 
for mesoscale uses but with 100-km distance between stations.

Why might an instrument scan?  At least four reasons can be 
 invoked. 

1) To increase the representativeness of the measurement: Mea-
surements from profiling instruments have small hori-
zontal footprints that sample only a tiny fraction of the 
horizontal area covered by a model grid point (see the blue 
dot on the horizontal sections of Figure 5.7).  These “soda 
straw” measurements are not representative of the condi-
tions within the model grid point, and this introduces an 
error.  Only by scanning in many directions may one hope 
to properly sample the average temperature and humidity 
conditions within a gridpoint;

2) To increase the information content of a passive measure-
ment: Some instruments such as radiometers can constrain 
temperature and humidity better if measurements at mul-
tiple elevation angles can be made to receive emissions 
from different atmospheric thicknesses;

3)  As part of the measurement process: Some instruments ben-
efit from scanning in elevation as part of the calibration 
process, such as microwave radiometers using the tipping 
calibration technique; 

4)  To increase measurement coverage: In the same way radars 
scan to make measurements over large mesoscale areas, so 

can other instruments, allowing them to constrain ther-
modynamic variables over a much larger region than fixed 
pointing instruments (Figure 5.7).

In order to scan, an instrument must both have a small enough 
beam width and a short enough dwell time.  If we consider a cycle 
time typical of that of radar-based weather surveillance (say, five 
minutes), an instrument that can make several tens of measure-
ments can make one scan in azimuth or in elevation; only if they 
can make several hundreds of measurements (or have a dwell time 
of less than 1 s) can crude scanning in both elevation and azimuth 
be usefully considered.  Microwave-based instruments that do not 
suffer as much from attenuation can make measurements at fur-
ther ranges and can provide more additional information by scan-
ning than optical-based instruments.

There are however costs to scanning.  The instruments must be 
more complex and more costly.  The site must be appropriate with 
minimum blockage.  And the data use and interpretation will also 
be more involved.  As a rule of thumb, the costs and complexity 
of scanning remain fairly low for elevations larger than about 10°, 
but in many ways so may be its usefulness because not many more 
model pixels would be constrained (Figure 5.7).  Costs escalate 
quickly if we want to scan below 10°, both because of higher instru-
ment costs (narrower beamwidth) and especially because of higher 
site costs (harder to find, more costly to set-up, though it is a one-
time cost for all instruments).  Yet at the same time, most of the 
benefits of scanning are at low elevation angles given the expected 
distance between instruments.

Whether an instrument should scan or not will hence involve a 
trade-off between the costs and the usefulness of the measurement.  
Its advisability requires a science-driven cost-benefit analysis that 
has yet to be done.

Figure 5-7.  Illustration of how measurements made at different elevations constrain the gridpoints from a model at 2 
km horizontal resolution and 100 m vertical resolution.  Left: vertical cross-section of model grid points with the path 
sampled by instruments pointing at different elevation angles; right: horizontal sections at 200 m and 1 km altitude of 
the region sampled by an instrument with a 1° beamwidth at different elevation angles.
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6.1 Testbed Fundamentals

Generally speaking, networks exist because information from mul-
tiple locations is required to solve a need.  Information falls into 
two categories:  providing observations used to derive the informa-
tion for a system for which the processes are well understood, and 
providing observations used to derive information for a system for 
which the processes not well understood.  A monitoring network 
typically falls into the former category; a research network falls 
into the latter category.  Both monitoring and research networks 
allow for continual, spatial, and temporal measurements.  How-
ever, testbeds allow for rigorous, transparent, and replicable testing 
of scientific theories, computational tools, and new technologies.  

For a monitoring network, information may be needed for warning 
that an unsafe threshold has been detected and warning is required.  
A simple example is the use of a network of smoke and heat alarms 
in a building that when activated, sends a signal to the local fire 
department that an emergency has been detected.  In this case, heat 
and smoke detectors have been used to provide information about 
parameters that are needed to identify a fire, to warn occupants to 
evacuate, and to notify in a timely manner closest local emergency 
officials that there is a problem that requires their response.  In this 
example, what information is needed is sufficiently known, instru-
ments that provide the required information are well developed, 
the computational and data networking infrastructure is well de-
veloped, and the timeliness of warning for safety and emergency 
response is sufficient.  In a sense, the establishment of a monitoring 
network is the “end game”.

For a physical system for which there is insufficient understand-
ing, observations are needed in a continuous and iterative process 
to first generate sufficient information that adequately describe the 
physical system and then provide reliable information in a timely 
manner to provide warning of a changing and unsafe condition.  In 
this case, the establishment of a research network is the “beginning 
game” to solving a problem.  

Because there is insufficient description of our Earth’s physical sys-
tem, observations are first needed to understand the physical pro-
cesses and/or statistical representations of those processes.  Then, 
these processes need to be validated by using continuous observa-
tions.  Models of the physical system can be constructed to test 
the relationship between the various processes.  Model output can 
be validated against the continuing observations.  This iterative 
process may well identify processes for which more information 
is needed to bring closure to the uncertainty between model out-
put and validation.  This iteration is required until the information 
provided is sufficiently known, so that the instruments that provide 

the required information are appropriate, and that the computa-
tional and data networking infrastructure are well developed, so 
that the timeliness of warning for safety and emergency response 
is sufficient.

Therefore, research networks are not static.  The need for additional 
sites and/or instrumentation will evolve until the processes and/or 
statistical representations of those processes are sufficiently known 
and able to meet the need of the intended information.  

Testbeds are generally subsets of networks that have a specific 
purpose that are typically used to intercompare instruments and 
their observations to determine a best methodology for a par-
ticular set of measurements.  Testbeds can also be used to evalu-
ate the accuracy of a process, an algorithm, or a model output. 
Testbeds can also be used to evaluate uncertainty of observations 
and model outputs. 

6.2 Types and Roles of Testbeds

The presentations by Ackerman (Lessons learned by ARM) and 
Helms (NOAA/NWS implementation) at the workshop were par-
ticularly insightful and provided discussions about concepts of 
testbeds and networks.  Networks allow for continual, spatial and 
temporal measurements.  Testbeds allow for rigorous, transparent, 
and replicable testing of scientific theories, computational tools, 
and new technologies. 

The Atmospheric Radiation Measurement Climate Research Facil-
ity is an example shown in Figure 6.1, which includes fixed sites 
and mobile facilities.. 

Testbeds can be used to intercompare instruments and their obser-
vations to determine a best methodology or reference for a particu-
lar set of measurements.  In the early years of the ARM program, 
for example, the Southern Great Plains Site hosted a number of 
field campaigns to intercompare instruments that provided water 
vapor and liquid water in an atmospheric column.  Microwave 
radiometers, Raman Lidars, radiosondes, and other instruments 
were intercompared to identify a stable and reliable water vapor 
reference.  However, the National Weather Service might use a test-
bed to intercompare the reliability and operational costs of remote 
sensing systems that provide thermodynamic properties of the tro-
posphere.  Before installing a network of instruments, it is more 
cost effective to install a suite of new instruments at one location to 
gain confidence of instrument performance and reliability.  In this 
case, a single location can serve as a testbed for new instrumenta-
tion.  Use of an exiting testbed is an opportunity to test reliability of 
the instrument in a real-world, operational setting.

SeCTioN 6.  TPT TeSTBedS
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Testbeds can also be used to evaluate the accuracy of a model and 
or a process.  The ARM sites continue to be a testbed to determine, 
among other meteorological parameters, improvements to a line-
by-line radiative transfer code used in climate models.  In this case, 
improvements in the code to either improve the predictive capabil-
ity of the model and/or reduce the uncertainty of the model fore-
cast are the objective.  One or more new measurements or observa-
tions can be tested for overall improvements in model forecasts in a 
single testbed of current instruments at one fixed location.  

Although not specifically stated, the impetus for the network of 
networks is to improve the accuracy of timing and location of at-
mospheric phenomena (e.g., unusual or severe weather events) 
that affect society.  Therefore, the primary users of the data are the 
national weather service model developers (NCEP) and forecasters 
that are charged with early warning. 

Because the focus of this Workshop was thermodynamic profil-
ing, it is assumed that the improvements to weather models and 
forecasts will come from better (than currently provided) repre-
sentation of thermodynamic properties that are assimilated by the 
models.  But the cost and application of specific instrument types 
is an economic issue.

The specific thermodynamic parameters that need to be improved 
were not specifically stated, but based on the discussions of ear-
lier sessions, it can be inferred that surface fluxes, boundary layer 
heights, and profiles of wind, temperature, and humidity of the 
lower troposphere need to be more accurately measured with suf-
ficient detail, spatial, and temporal resolution to provide better 
information about the instability that drives convective instability.  

Therefore, a single testbed of various instruments types that pro-
vide measurements of parameters that potentially improve model 
forecast can be developed to determine the optimum condition of 
model forecast improvement and to assess cost.  Although a ceil-
ometer may be less accurate than a micropulse lidar for cloud base 
measurements, the improvement to the forecast realized through 
use of the lidar may be only marginal, and may not justify the po-
tentially substantial deployment cost differential.  Cost effective 
instruments that meet operational reliability and accuracy could 
then be tested on location before procuring many instruments for 
all network sites.  

An interesting concept discussed with enthusiasm was that a test-
bed may not have to be fixed:  a mobile testbed (similar to the ARM 
concept) would allow a core set of instruments to be deployed at 
different locations for sufficient time periods to asses the improve-
ment of regional forecasts, and then moved to another location.  

Figure 6-1.  The ARM Climate Research Facility fixed and mobile site deployment locations.
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The deployment of the first ARM Mobile Facility (AMF1) in Ger-
many during the 2005 the Convective and Orographically-induced 
Precipitation Study (COPS) field campaign is shown in Figure 6.2.  

While the ARM program uses its mobile facilities to essentially 
deploy the core suite of instruments found at their fixed sites, the 
NWS might consider a mobile facility approach to deploy a can-
didate suite of instruments at different NWS sites for a period of 
time to evaluate the improvements to local forecasts with one or 
more of the candidate instruments.  It may be that different obser-
vations make better improvements to forecasts in different regions 
of a large network.  A set of measurements to improve short-term 
forecasts for severe thunderstorms in the central region of the U.S. 
than may be different than one to improve wildfire forecasts for the 
western region of the U.S. or snowstorm forecasts in the north and 
eastern regions of the U.S.  It is not likely that one new instrument 
deployed at every NWS will improve predicative capability equally 
everywhere.  In this case, mobile site could be deployed as a testbed 
to different regions of a network for some period of time to assess 
which instruments provide the greatest improvement to regional 
and local forecasts.

A potential drawback to such a strategy is not having a long-term, 
continuous testbed data set at any one location.  Long-term data 

sets provide validation to model forecasts and should be main-
tained.  The importance of having quality assured data for valida-
tion of retrievals and more forecasts cannot be understated. 

6.3 data Quality and other issues

The quality of and representativeness of measurements is critical.  
Clearly, calibrations and data checks must be part of the routine 
of a network.  As instruments become more robust and complex, 
data quality assessment becomes more challenging.  Testbeds can 
host multiple instruments that have some overlap in measurements 
because they are useful to assess the quality in near-real time of 
primary measurement systems.  Also, multiple instruments may 
be required to provide the value-added measurements needed to 
improve model forecasts.  But multiple instruments may not be 
 required at all sites.

Traditionally, NOAA does not save the data and metadata (data 
about the data) used for forecast model input.  Ackerman’s presen-
tation, the panel, and input from the audience favored saving the 
data, even though there are costs associated with data archiving 
(the ARM experience suggested less than 10% of the operating 
budget) and potentially reprocessing.  

Figure 6-2.  The first ARM Mobile Facility (AMF1) deployed during 2005 in Germany for COPS. 
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Saving the data has value to NOAA and other business enterprises 
that want to sell to clients freely obtained NOAA data, but also to 
non-weather researchers.  Numerical Weather Prediction shouldn’t 
be overemphasized; non-weather research communities often need 
atmospheric data and are very grateful for the help.  Forging part-
nerships is valuable and can pay dividends in the long run!

Change is inevitable, so a network or testbed should plan and bud-
get for change.  Therefore, the cost of a testbed needs to include 
planning for aging or end of life instrumentation.  Also, improve-
ments to sensors, new applications of established sensors, or tech-
nological breakthroughs must also be allowed to take place because 
new observations and measurements push new breakthroughs in 
understanding and modeling processes.  Testbeds need to antici-
pate the unexpected (technological advances) for new data needs 
that improve model forecasts.  

New instruments can be added to testbeds to be thoroughly tested 
before they are brought on-line operationally.  To maintain data 
continuity, intercomparisons are needed to determine the uncer-
tainties and offsets that need to be part of the metadata to ensure 
no interruption to the continuity of long-term data sets.  Again, 
testbeds made up of instruments with overlapping measurements 
are quite useful.

6.4 Role of Field experiments

There is a strong role for field campaigns and aircraft (manned and 
unmanned) platforms, as well as data from other platforms (ships 
and oil rigs, etc.) that provide cost effective supplemental measure-
ments or insights into processes.  OSEs and OSSEs can certainly 
improve the understanding of surface based measurements.

Currently, it is not possible to provide vertical profiles with suf-
ficient accuracy and resolution of the overlaying state of the atmo-
sphere for all situations without in-situ observations.  Field cam-
paigns give us a chance to use new technology to provide better 

observations that can be used to improve the processes and algo-
rithms that models employ to provide forecasts.  

6.5 value Added data Products

The data obtained will likely need to be processed to provide  usable 
retrievals by the weather modeling community.  Instrument sci-
entists are not data assimilation experts and vice versa, so the 
 National Weather Service will need to obtain a particular category 
of individuals with a specialized skill set to translate measurements 
to standardized retrievals.  This is not a trivial task.   Measurements 
from various instruments may be needed to provide a complete 
profile of a particular parameter.  Therefore, data streams from 
 individual instruments will need to be merged for higher-level data 
products.   Such algorithms require high levels of data complete-
ness from the individual instruments.  Nevertheless, they fill the 
void of observations that cannot be measured directly by a single 
instrument system.   

6.6 Forging a Community

It is advantageous to seek synergism, not duplication, to leverage 
spatial distribution of instruments, testbeds, and networks.  In 
conceiving a testbed, developers should be intentional about en-
couraging interactions with other user groups, i.e., build a clientele.  
The true improvement to instrumentation and measurement needs 
takes place more quickly when researchers can provide feedback 
into improvements for network and testbed infrastructure.  

While NOAA may not intend to develop a research network, hav-
ing NOAA and NSF scientists leveraging NOAA and NSF data for 
science studies gives opportunity for discovery, which advances the 
science and has a positive feedback that provides more accurate 
retrievals that improve forecasts.  Although it is recognized that 
we all have to live within our means, a long-term effect will be that 
NOAA really feels ownership of the results, which improves quality 
and ultimate utility of future operational network data. 
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The Thermodynamic Profiling Workshop was planned to be a con-
tinuation of the NRC assessment of needs for lower atmospheric 
continuous profiling (NRC, 2009).  The state-of-the-art of remote 
sensing and in-situ measurements has progressed in the last de-
cade to a point where demonstrations on a research basis and over 
scales up to 100km have been possible.  The ARM experience and 
experiments, such as the IHOP_2002 and the COPS study in Ger-
many, show that a suite of measurements can provide data that 
show promise of improving forecast skill.  The next steps in the 
utilization of such technology will be to combine a longer-term 
observation period where assimilation of such data into forecast 
models can be evaluated and is worth the expense of building such 
an assimilation system.

7.1 Recommendations

7.1.1  imProvemenT in The uTilizaTion of

  exisTing Technology

Ceilometers are underutilized for potential application in a TPT 
testbed.  ASOS data is only now retained hourly with a one-
minute observation at the top of each hour.  The operation of 
ASOS instruments throughout the hour is lost and needs to be 
rectified.  Data volumes from ASOS and transmission of those 
data should not be an issue with modern internet and satellite 
communications.

7.1.2 noaa should consider imPlemenTing a
  regional TesTbed

In order to scope the cost and feasibility of scaling up remote 
sensing measurements to a national observing system, a testbed of 
instruments should be developed in a region that has significant 
orographic, land use (i.e., urbanization), and weather differences.  
The choice of the region should be guided by difficulty in fore-
casting.  Land-sea contrast, mountain-plain changes, convective 
storms, etc., should be considerations in choosing a region for 
such a testbed.  The testbed should contain identical instrumenta-
tion at sites roughly placed 150km apart.

7.1.3 daTa caPTure should be inTo The

   noaa madis sysTem

Because a long-term national improvement to its lower tropo-
spheric observing system will be operational in nature, NOAA 

will need to evaluate a testbed for such observations within its op-
erational data framework.  The NEXTGEN analysis of the future 
of NWS’s observation should include provision for acquisition of 
surface remote sensing sites.  MADIS will clearly be absorbed into 
NEXTGEN and this will provide a research to operations path.

7.1.4 daTa assimilaTion of The remoTe sensing

  daTa should be a goal for The TesTbed

Inclusion of new data sources into a 3DVAR or 4DVAR data as-
similation system is expensive and may not improve the forecast 
commensurate with its cost.  The value of assimilating data from 
a testbed of limited spatial scale needs to be assessed and can be 
tested with OSSEs.  Research has indicated that there is positive 
value in assimilation ground-based remote sensing data (Turner et 
al., 2010) but only a few instruments were included in that study 
and for a limited case study.  This needs to be expanded to cover 
a range of passive and active sensors that can credibly be placed 
within a testbed.

Existing data should be used for performing OSEs in combination 
with RUCs.  These studies will provide essential insight in the im-
pact of additional remote sensing observations.

7.2  initial Steps

NOAA should begin a planning process for the testbed concept 
and implement one or more regional testbeds as funding allows.  
Consensus exists that passive instruments such as the microwave 
radiometer and AERI can be robustly distributed through a test-
bed.  Clearly, ceilometers can be placed at testbed sites at relatively 
low cost.  Several of the testbed sites should have more sophisti-
cated lidars (Raman or DIAL) to obtain water vapor vertical cross-
sections and provide higher resolution than the passive sensors.  
Radar windprofilers have been demonstrated on national scale and 
should be deployed at each site.  Use of rawinsondes for validation 
should be included at testbed sites. 

Because the NWS and its WFOs will be the users of this system, 
NOAA should extend the “Proving Ground” concept currently be-
ing used for GOES-R and JPSS to TPT sensors.  This would involve 
training, WFO demonstrations, and user feedback to the observ-
ing system about how the data is being used or could be improved.  
The National Hurricane Center, the Alaska Weather Office, and the 
National Severe Storms Laboratory have all been involved in recent 
Proving Ground demonstrations and infrastructure exists for mov-
ing new observations into the forecast environment.

SeCTioN 7.  The WAy FoRWARd
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7.3 R&d Priorities

The workshop reflected existing preconceptions that TPT observa-
tions are expensive and in some cases, too expensive to implement.  
Research and development should both work on new techniques 
to measure water, pressure, temperature, and winds in the lowest 
3 km of the atmosphere at high resolution, and, importantly, in-
corporate new technology which can dramatically reduce the costs 
of existing techniques.  The active visible remote sensing section 
(Section 3) showed that fiber-laser based systems for DIAL are be-
ing developed within a research lab.  Such fiber-laser technologies 
are widely used in communications and costs are considerably less 
than high power transmitters.  There must be a mechanism where-
by such research is encouraged to lower operational observational 
costs.

Phased array technology in radar shows promise to improved both 
vertical profiling as well as micro-radars for systems such as CASA.  
The ability to use differential absorption radar to give species de-
pendent returns is novel and should be promoted.

Hybrid systems which combine remote sensing and aircraft sen-
sors show promise for the observing system.  ACARS has been an 
excellent example of using commercial platforms for sensing and 
incorporation into the observing system.  There is a continuing 
need to validate such profiles to determine thermal hysteresis in 
descent measurements from ACARS.  In addition, such descents 
are not vertical and ingest full three-dimensional coordinate data 
into the numerical models.  Approaches which are over water and 
then land in a coastal city have notable artifacts in the profile.

NOAA has ceilometers which will be widely used for cloud base 
profiling and which are now proposed to obtain aerosol and PBL 
profiles.  Various ceilometer manufacturers and models will lead to 
problems in intercomparibility between systems.  There is a need 
for systematic study of what these instruments really measure.

OSSEs and OSEs are in the nascent development stage for ground-
based observations.  They will be valuable tools to help answer 
questions of instrument synergy and whether some of the instru-
ments should scan or not.  Numerical experiments testing the 
value of combining different technologies should be a priority and 
should have been completed prior to a large-scale (as opposed to a 
prototype-scale) deployment of the network.  Development of ac-
curate observation operators for each technology will also be criti-
cal to the success of these numerical experiments.  

7.4 Follow up for other
  Atmospheric variables

The NRC Report was not limited to TPT variables.  Atmospheric 
composition in the troposphere is important for climate, air quality, 
agriculture, and human health.  It was recognized at the outset that 
a single workshop to cover all the other species in the atmosphere 
would be overwhelming.  A second workshop is recommended 
and may focus on supporting observations for other agencies such 
as NASA, DHS, and EPA.
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Appendix B
Acronyms and Abbreviations

Acronyms   Definition

1DVAR One-Dimensional Variational Retrieval
3D Three-Dimensional
3DVAR Three-Dimensional Variational Retrieval
4D Four-Dimensional
4DVAR Four-Dimensional Variational Retrieval

ABL Atmospheric Boundary Layer
ACARS Aircraft Communications Addressing and Reporting System
AERI Atmospheric Emitted Radiance Interferometer
AMDAR Aircraft Communication Addressing and Reporting System
AMDAR Aircraft Meteorological Data Reports
AMF ARM Mobile Facility
AMF1 First ARM Mobile Facility
ARM Atmospheric Radiation Measurement Program (DOE)
ASOS Automated Surface Observing System

BL Boundary Layer

CAPE Convective Available Potential Energy
CARL Cloud and Radiation Testbed Atmospheric Raman Lidar
CART Cloud and Radiation Testbed
CASA Collaborative Adaptive Sensing of the Atmosphere
CIN Convective inhibition
COPS Convective Orographically-induced Precipitation Study
COSMIC Constellation Observing System for Meteorology, Ionosphere & Climate (UCAR)
COST Cooperation of Scientific and Technical Research (European)t

DA Data Assimilation
DHS U.S. Department of Homeland Security
DIAL Differential Absorption Lidar
DIAR Differential Attenuation Radar
DOE U.S. Department of Energy 
DWD German Weather Service

EARLINET European Aerosol Research Lidar Network
EG-CLIMET European Ground-Based Observations of Essential Variables for Climate Meteorology
EPA U.S. Environmental Protection Agency
ESA European Space Agency
EUMETSAT European Organisation for the Exploitation of Meteorological Satellites

FAA Federal Aviation Agency  (USA)
FORMOSAT-3 Taiwan’s Formosa Satellite Mission #3
FOV Field of View

GALION GAW Aerosol Lidar Observation Network (WMO)
GAW Global Atmospheric Watch (WMO)
GNSS Global Navigation Satellite Systems
GPS Global Positioning System
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GPS-MET Global Positioning System Meteorology Program
GSFC (NASA) Goddard Space Flight Center
GSM Global System for Mobile Communications

HCRs Horizontal Convective Rolls
HI_TRAN High Resolution Transmission Molecular Absorption Database
HSRL High Spectral Resolution Lidars
HURL Howard University (USA) Raman Lidar

IF Intermediate Frequency
IMK-IFU Institute for Meteorology and Climate Research-Research of the Atmospheric Environment (Germany)
IHOP International H2O Project
IPCC Intergovernmental Panel on Climate Change
IPM Institute of Physics and Meteorology (Germany)
IPW Integrated Precipitable Water Vapor
IR Infrared
IWV Integrated Water Vapor

JCSDA Joint Center for Satellite Data Assimilation (NOAA)

LAUNCH-2005 International Lindenberg Campaign for Assessment of Humidity and Cloud Profiling System (WMO)
LNA Low Noise Amplifiers
LPT Integrated Profiling Technique
LUAMI Lindenberg Upper-Air Method Intercomparison
LWP Liquid Water Path

MM5 4DAR Pennsylvania State University/NCAR Mesoscale Model 4-dimensional Variational System
MPLNET Micro Pulse Lidar Network (NASA)
MRAD Milliradians
MSU Montana State University (USA)
MTBF Mean-Time-Bewteen-Failure
MW Microwave
MWR Microwave Radiometers
MWRnet Microwave Radiometer Network
MWRP Microwave Radiometer Profile 

NASA National Air and Space Administration
NCEP National Centers for Environmental Prediction (NOAA)
NEXRAD Next Generation Radar
NIR Near infrared
NIST National Institute of Standards and Technology
NOAA National Oceanic and Atmospheric Administration
NRC National Research Council
NSF National Science Foundation
NWP Numerical Weather Prediction
NWS National Weather Service (NOAA)

OE Optimal Estimation Methods
OPO Optical Parametric Oscillator
OSE Observing Systems Experiments
OSSE Observing Systems Simulation Experiments

PBL Planetary Boundary Layer
PPI Plan Position Indicator
PWV Precipitable Water Vapor

QA/QC Quality Assurance/Quality Control
QPF Quantitative Precipitation Forecasting
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RALMO Raman Lidar for Meteorological Observations
RASS Radio Acoustic Sounding System
RDP Research and Development Project 
RFI Radio Frequency Interference
RRL Rotational Raman Lidar
RUC Rapid Update Cycle

SGP Southern Great Plains (USA)
SNR Signal-to-Noise Ratio

TAMDAR Tropospheric Aircraft Meteorological Data Reports
TPT Thermodynamic Profiling of the Troposphere

UAV Unmanned Aerial Vehicles
UCAR University Corporation for Atmospheric Research (USA)
UHF Ultra High Frequency
UHOH University of Hohenheim (Germany)
USWRP U.S. Weather Research Program (a NOAA Program)
UT Upper Troposphere
UTC Coordinated Universal Time
UV Ultraviolet 
UW University of Wisconsin (USA)

WFO Weather Field Office 
WMO World Meteorological Organization
WRF Weather Research Forecast (model)
WSR-88 Weather Surveillance Radar 88
WV Water Vapor
WWRP World Weather Research Program
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