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Abstract A review of remote sensing technology for lower tropospheric thermodynamic (TD) profiling is
presented with focus on high accuracy and high temporal-vertical resolution. The contributions of these
instruments to the understanding of the Earth system are assessed with respect to radiative transfer, land
surface-atmosphere feedback, convection initiation, and data assimilation. We demonstrate that for progress
in weather and climate research, TD profilers are essential. These observational systems must resolve
gradients of humidity and temperature in the stable or unstable atmospheric surface layer close to the
ground, in the mixed layer, in the interfacial layer—usually characterized by an inversion—and the lower
troposphere. A thorough analysis of the current observing systems is performed revealing significant gaps
that must be addressed to fulfill existing needs. We analyze whether current and future passive and active
remote sensing systems can close these gaps. A methodological analysis and demonstration of measurement
capabilities with respect to bias and precision is executed both for passive and active remote sensing
including passive infrared and microwave spectroscopy, the global navigation satellite system, as well as
water vapor and temperature Raman lidar and water vapor differential absorption lidar. Whereas passive
remote sensing systems are already mature with respect to operational applications, active remote sensing
systems require further engineering to become operational in networks. However, active remote sensing
systems provide a smaller bias as well as higher temporal and vertical resolutions. For a suitable mesoscale
network design, TD profiler system developments should be intensified and dedicated observing system
simulation experiments should be performed.

1. Introduction

Earth’s temperature and water distributions are essential for life. The understanding and the prediction of
these variables are fundamental for a sustainable development of the Earth system. However, in the 21st
century, geosciences are facing tremendous challenges. The understanding and the simulation of the water
and energy cycles still show significant gaps on all temporal and spatial scales. Particularly, two scientific
questions are essential for the environment and the society:

1. How predictable are extreme events and how can the predictive skill of model systems be improved?
2. How do the components of the regional and the global water and energy cycles change due to natural

variability and anthropogenic influences?

These questions are addressed by a variety of national and international research programs such as the
World Weather Research Program (WWRP) with respect to forecast ranges from nowcasting to the seasonal
range as well as the World Climate Research Program (WCRP) [Trenberth and Asrar, 2014], particularly
within the Global Energy and Water Exchanges (GEWEX) project, covering seasonal to decadal simulations
and projections.
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The success in answering these questions is strongly related to our understanding of key processes
influenced by the three-dimensional (3-D) distributions of atmospheric water vapor (WV) and temperature
(T ) and how these fields evolve with time. These processes include (1) radiative transfer due to its strong
sensitivity to WV and T profiles as well as the resulting implications on regional and global water and energy
cycles [Trenberth et al., 2007, 2009], (2) land surface-atmosphere feedback including the surface energy balance
determining the partitioning of energy in sensible and latent heat fluxes [Seneviratne et al., 2010], and
(3) mesoscale circulations and convection initiation (CI) driven by the interaction of large-scale forcing as well
as orography and land surface heterogeneity [e.g., Sherwood et al., 2010; Wulfmeyer et al., 2011]. CI results in
the formation and organization of clouds and precipitation in dependence of the forcing mechanisms and the
preconvective distribution of T and WV, the latter constrained by the Clausius-Clapeyron equation. All these
processes are interwoven in a nonlinear way leading to fascinating but challenging studies of the Earth’s
weather and climate as a chaotic system.

Observations of WV and T profiles—hereafter, for the sake of brevity called thermodynamic (TD) profiling—are
at the heart of the understanding of these key processes. Furthermore, the knowledge of TD fields is crucial
for the improvement of forecasts by means of data assimilation. Generally, it is essential to determine WV
and T fields with high resolution simultaneously, particularly in the lower troposphere. WV concentrations
vary strongly in space and time due to strongly heterogeneous sources at the surface as well as many
dynamic and diabatic processes related to cloud and precipitation processes. In the T field, subtle vertical
gradients and inversions occur and control the vertical stability from the surface layer to the tropopause.
Orography and heterogeneous surface forcing result in the development of convergence zones and vertical
motions, whose thermodynamic properties determine vertical exchange and the strength of convective
events. Thus, lower tropospheric TD profiling, beginning at the surface, is needed with both high vertical
and horizontal resolutions.

This work provides a review of state-of-the-art and new remote sensing technologies for lower tropospheric
TD profiling, which have the potential to resolve vertical structures and the mesoscale variability of TD fields.
The current and expected positive contributions of these systems to the understanding of the Earth system
are assessed.

The sections in this work are organized to answer the following questions: What insight into key Earth system
processes can be gathered from the current TD profiling capabilities? Several examples are presented in
section 2 confirming the importance of high-resolution and high-quality TD observations.

What is the status of WV and T observing systems and what are their current resolution, accuracy, and
coverage? This question is answered in section 3.

Section 4 deals with the question of what are the key requirements for the next generation TD profiling
systems. In our discussion, we distinguish and analyze the needs from the perspective ofmonitoring, verification
and calibration, data assimilation, and process studies. For all these applications, detailed specifications of future
observing techniques are developed in order to make significant progress in Earth system science. The results
are summarized in a table.

The questions arise as to what are the capabilities of remote sensing methods and what is the most suitable
remote sensing methodology to meet these requirements. For this purpose, a comprehensive analysis and
comparison of passive and active remote sensing techniques is presented in section 5 including considerations
with respect to their synergy.

The key conclusions concerning the design of future ground-based networks of WV and T observing systems
are presented in section 6. Several research desiderata are identified, and the scientific approaches to close
these gaps are summarized. For easier reading, sections 8 and 9 contain tables of all abbreviations and variables
used in this work.

2. The Key Role of Water Vapor and Temperature in the Earth System
2.1. Basic Considerations Concerning Temperature and Water Vapor

Simultaneous temperature and water vapor measurements are of the utmost importance in the study of
radiative transfer, vertical stability (which is usually studied through potential temperature θ or equivalent
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potential temperature), buoyancy, convec-
tive available potential energy, convective
processes, and the formation of clouds
and precipitation. Obviously, it is essential
to measure both T and WV profiles with
high vertical resolution and accuracy in
the lower troposphere so that gradients
and temperature inversions as well as WV
layers are resolved.

The study of water vapor is particularly
challenging, as water is the only atmo-
spheric constituent that exists naturally in
all of its three phases. The mean mass of
WV contributes to 0.25% of the total mass
of the atmosphere [Trenberth and Smith,
2005]. However, the combination of the
strong absorption of terrestrial radiation
by WV due to its hydroxyl bonds and its
relatively high number density turns it into
the most important greenhouse gas. Under
clear-sky conditions, WV contributes ≈60%

to the atmospheric greenhouse effect [Kiehl and Trenberth, 1997]. The energy released by the condensation
of a given mass of WV corresponds to approximately 600 times the energy required to increase its tempera-
ture by 1 K and to 2400 times the energy required to increase the temperature of a corresponding mass of air
by 1 K [Wang and Dickinson, 2012].

Vertical humidity profiles are highly variable in space and time. Figure 1 presents profiles of the absolute
humidity ρWV for a variety of standard atmospheres. Its strong nonlinear behavior is mainly due to the
Clausius-Clapeyron equation so that different surface temperatures in the climate regions and the decrease
of temperature in the troposphere translate into a strong horizontal and vertical variability of WV. The surface
WV amount varies by more than an order of magnitude between tropical and arctic regions. The number
density decreases vertically by nearly 5 orders of magnitude, especially in the tropics due to the depth
of the troposphere and the corresponding strong decrease in T. Additional variability of the WV profiles is
introduced by various phenomena such as evapotranspiration (ET) from the surface, horizontal advection,
and diabatic processes such as condensation. Therefore, high-resolution measurements of WV in the lower
troposphere are essential to understand and to simulate climate and weather processes.

Many remote sensing systems only retrieve integrated water vapor (IWV) that is the vertically integrated amount
of WV throughout a column of the atmosphere in units of kgm�2. This quantity is related to precipitable water
(PW, given in millimeters) by the equation PW= IWV/ρW, where ρW is the density of liquid water. Although IWV
measurements do not have information on the vertical variability ofWV, they are extensively used for observations
of and research on the water cycle. As can be derived from Figure 1, IWV varies from 60–70mm in the tropics to
< 10mm in polar regions.

2.2. Radiative Transfer As Well As Energy and Water Budgets

Figure 2 presents the most important processes controlled by the vertical distribution of water vapor and
temperature in the lower troposphere. The surface fluxes are influenced by soil moisture and temperature,
surface roughness, and vegetation as well as the temperature and moisture distribution in the atmospheric
boundary layer (ABL). This is the lowest layer of the atmosphere responding rapidly to changes in surface
roughness and fluxes [Stull, 1988]. The vertical transport of moisture at the top of the ABL is determined
by the balance between entrainment and subsidence. The interaction of radiation, heat, temperature, and
moisture can be quantified by the budget equation [Rosen, 1999]

1
g ∫
TOA

0

∂
∂t

cp T þ Lq
� �

dpþ ∫
TOA

0

→

∇ � Φþ cpT þ Lq
� �→

V
� �

dp ¼ FTOA � Fs (1)

Figure 1. Absolute humidity profiles for the U.S., tropical, midlatitude
summer, midlatitude winter, subarctic summer, and subarctic
winter atmospheres.
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where g is the acceleration due to gravity, cp is the specific heat of dry air at constant pressure p, T is
temperature, L is the latent heat of evaporation, q is the specific humidity, and TOA is the top of the
atmosphere. The dry static energy is Φ+ cp T, which includes the potential energy Φ of the atmosphere,
and Φ+ cpT+ Lq is the moist static energy, which is conserved in the case of negligible kinetic energy of
the air mass. The horizontal wind vector is

→
V , FTOA is the net downward fluxes at the TOA, and Fs is the net

downward flux of energy at the surface.

WV and T distributions strongly influence the shortwave and longwave radiative transport, hence, the Earth
system energy balance at the TOA and at the land surface [Lucarini and Ragone, 2011]. Particularly, the WV
profile has a strong impact on the longwave downwelling radiation, which is part of the net surface radiation.
The transmission of radiation is described by the radiative transfer equation (RTE) neglecting atmospheric
and surface scattering

Iυ rð Þ ¼ Iυ 0ð Þexp �τυ r; 0ð Þf g þ ∫
r

0

Bυ T r′ð Þ½ �exp �τυ r; r′ð Þf gαυ r′ð Þdr′ (2)

where Iυ(r) is the transmitted radiative power at distance r, υ is frequency, and Bυ(T) is the Planck function.
Depending on the position of the receiver in the RTE problem, the radiation source Iυ(0) includes the
emission from the Earth’s surface as well as the reflected atmospheric emission and extraterrestrial

sources. τυ r; 0ð Þ ¼ ∫
r

0

αυ r′ð Þdr′ is the optical thickness, and αυ ¼
X
i

αυ; i is the extinction coefficient, where

the index i stands for the ith constituent in the atmosphere. For instance, for the WV absorption coefficient,

αWV ¼ NWV σWV p; Tð Þ (3)

where NWV is the WV number density and σWV is the WV absorption cross section, the fundamental quantum
mechanical property determining the absorption line strength, which is a function of pressure p and T. The
RTE is of fundamental importance for Earth system research. It is the equation used in passive remote
sensing of TD profiles, as shown in section 5.1, and it is the basis for the determination of regional and
global water and energy budgets. Radiative transfer codes are at the core of every weather, climate, and
Earth system model.

Gaps in the knowledge of the representation of radiation transfer physics in clear and cloudy atmospheres
in global climate models led to the inauguration of the United States (U.S.) Atmospheric Radiation
Measurement Program (ARM, www.arm.gov) [Stokes and Schwartz, 1994; Ackerman and Stokes, 2003] and
various GEWEX projects. This required the development of advanced radiative transfer codes and their

Figure 2. The land system and its feedback processes. The evolution of the ABL and thus CI is critically dependent on the
interaction of land surface exchange and entrainment fluxes. FN: net radiation, HS: sensible heat flux, λE: latent heat flux,
G: ground heat flux at the land surface.
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tests by advanced TD profiling. Therefore, in situ and remote sensing techniques for TD profiling were oper-
ated, improved, and characterized at the Southern Great Plains (SGP) site in Oklahoma, USA [Revercomb
et al., 2003; Turner et al., 2003, 2004; Ferrare et al., 2004, 2006]. In particular, ARM invested heavily to make
the WV Raman light detection and ranging (lidar) (WVRL) technique operational. The SGP WVRL made
unique contributions to the development of operational and calibrated WV data sets [Goldsmith et al.,
1998; Turner and Goldsmith, 1999] and improved significantly our understanding of radiative transfer
and aerosol processes in the atmosphere (D. D. Turner et al., Development and applications of the ARM
Raman lidar, to appear in The Atmospheric Radiation Measurement Program: The First 20 Years, submitted
to Meteorological Monographs, American Meteorological Society, 2014).

Accurate temperature and humidity profiles are of importance for energy and water budget studies. For
example, recent results on the global energy budget, including horizontal transport of energy from ocean
to land derived combining global reanalyses such as ERA-40 [Uppala et al., 2005], ERA-Interim [Dee et al.,
2011], or satellite measurements [Kiehl and Trenberth, 1997; Trenberth et al., 2009; Stephens et al., 2012], show
that the determination of radiative fluxes is still rather uncertain. In particular, the TOA outgoing longwave
radiation [Trenberth and Smith, 2009] and the estimation of surface latent heat and downwelling longwave
radiative fluxes are affected by uncertainties in both near-surface temperatures and tropospheric humidity
[Zhang et al., 2006]. Furthermore, it was demonstrated that the components of the budget equation derived
from reanalyses are affected by uncertainty of WV measurements during the assimilation effort [Bengtsson
et al., 2004]. The importance of TD profiling for the study of regional and global water cycles is summarized
by its governing budget equation [Oki, 1999]

� ∂
∂t

IWV� →

∇H � →

Q ¼ P � ET ¼ ∂S
∂t

þ →

∇H � →

R0 (4)

where
→

Q is the vertically integrated two-dimensional water vapor flux, P is precipitation, S is water storage in the
soil-canopy layer including all phases of water, and

→

R0 is surface water runoff. Equations (1) and (4) demonstrate
the strong coupling of the water and energy cycles via ET and the TD profiles. The humidity and temperature
profiles close to the surface control ET, and the water balance is a function of atmospheric humidity in the first
(storage) term and the horizontal water vapor flux divergence.

Similar to global energy budget analyses, several authors found that global- and continental-scale water
budgets have large uncertainties because a variety of data sets have to be merged. Particularly, if the water
budgets are broken down with respect to oceans or continents, the water vapor flux divergence must be
estimated by reanalyses data, which present inconsistencies and sometimes unrealistic values [Bengtsson
et al., 2004; Dee et al., 2011; Trenberth et al., 2011]. Similar issues were found in the European Centre for
Medium-Range Weather Forecasting (ECMWF) forecast system [Andersson et al., 2005]. If hydrological models
are driven by global or regional reanalyses, the uncertainty of the components of the regional water cycles
such as ET and runoff increases even further [Haddeland et al., 2011; Harding et al., 2011].

Accurate representation of the water cycle is important for climate modeling as shown by Schneider et al.
[2010]. Recent research with general circulation models (GCMs) [Soden and Held, 2006], observations
[Soden et al., 2005; Dessler et al., 2008], or both [Held and Soden, 2000] confirmed the existence of a positive
WV feedback of 1.5–2Wm�2 K�1 or at a rate of ≈7.5%K�1 with respect to surface temperature. This sensitiv-
ity is due to a combination of changes in the temperature profile and lapse rate as well as upper tropospheric
humidity [Dessler and Sherwood, 2009]. GCMs and observations also support the hypothesis that the global
average relative humidity will remain approximately constant under climate variability [Cess, 2005] permitting
a simple assessment ofWV climate sensitivity; however, thismay not be true for the regional scale. Other studies
have predicted increase in surface humidity [Dai, 2006], in ET [Liepert and Previdi, 2009], and in global PW
[Mieruch et al., 2008]. Links between temperature and precipitation extremes have been investigated by
Huntington [2006], Alexander et al. [2006], and Intergovernmental Panel on Climate Change [2013, 2014], while
Philipona et al. [2005] found strong evidence that a considerable part of the temperature increase over Europe
during the last decades is due to WV feedback.

Climate sensitivity studies demand more accurate and dense TD data on the regional scale [Doherty et al.,
2009]. This becomes even more critical when clouds [Dessler, 2010] and precipitation (including its extremes)
are included [Trenberth et al., 2003; Zolina et al., 2013], because the effects critically depend on moist
adiabatic lapse rates and moisture convergences at the base of convective systems. Wentz et al. [2007]
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and O’Gorman and Schneider [2009] demonstrated that large discrepancies exist between precipitation
statistics derived by observations and those simulated by global models.

The need for improving ensemble-based global climate projections such as the Coupled Model Intercomparison
Project Phase 5 (CMIP5) was confirmed by Knutti and Sedláček [2013]. Hagemann et al. [2004] found that regional,
dynamical downscaling could provide some benefits that were, however, dependent on the model system and
the regions. The most recent ensemble has been provided within the Coordinated Downscaling Experiments
(CORDEX) over different regions of the Earth with grid increments of 0.012° [Giorgi et al., 2009]. For example,
the performance of regional climate models over Europe has been investigated for 1989–2009 with respect to
temperature and precipitation statistics [Warrach-Sagi et al., 2013; Kotlarski et al., 2014] and extreme events
[Vautard et al., 2013]. The authors reported the presence of severe biases and a strong intermodel variability in
the simulation of temperature and precipitation statistics and identified deficiencies in the simulation of land
surface-atmosphere (LSA) feedback and in the convection parameterizations. Although the bias correction is
still a debated issue [Ehret et al., 2012], Warrach-Sagi et al. [2013] demonstrated that errors in temperature and
precipitation statistics can be reduced by simulations on the convection-permitting scale. TD profiling with high
accuracy and resolution starting in the lower troposphere and with mesoscale coverage over land and over the
oceans could therefore benefit advanced process studies and regional model verification.

2.3. Land Surface-Atmosphere Exchange and Feedback

Figure 2 demonstrates that the soil, the land cover such as vegetation, and the atmosphere must be considered
as a coupled system. In order to analyze feedbacks in the LSA system, both equations (1) and (4) have to be
applied to the ABL. Consequently, the ABLmoisture is influenced by the surface energy balance and entrainment
fluxes at the ABL top simultaneously. Generally, it is important to study the vertical structure of the ABL during
daytime in the unstable surface layer, the mixed layer, and the interfacial (inversion) layer as well as during
nighttime in the stable surface layer. Particularly during daytime, theWV flux divergence becomes very important

so that both the surface flux λE ¼ Lw′ρWV ′s ∝ ET and the entrainment flux λEIL ¼ Lw′ρWV′ IL must be determined.
Here w ′ and ρWV ′ are the turbulent vertical wind and absolute humidity fluctuations at the land surface (index s)
or in the interfacial layer (index IL). Again, this demonstrates the strong coupling of the energy andwater cycles in
the lower troposphere and the key role of high-resolution TD profiling.

LSA feedback is the subject of several international projects such as the Global Land/Atmosphere System
Study (GLASS) [van den Hurk et al., 2011], the GEWEX Atmospheric Boundary Layer Study (GABLS) [Holtslag
et al., 2013], the Diurnal Coupling Experiment (DICE), and the Local Coupling (LoCo) project [Santanello
et al., 2009, 2011]. LSA feedback is also subject of the International Geosphere-Biosphere Program [2006]
and its Integrated Land Ecosystem-Atmosphere Processes Study [2005]. A dedicated field campaign for studying
LSA feedback was performed in Southern Germany [Wulfmeyer et al., 2014a] with a novel synergy of remote
sensing systems, and another campaign is in preparation at the ARM SGP site.

So far, studies of land surface models have mainly relied on surface in situ measurements and radio soundings.
The simulation of surface fluxes is based on bulk exchange equations in combination with Monin-Obukhov
similarity theory [e.g., Jiménez et al., 2012], which assume locally homogeneous conditions at the land surface.
However, recent benchmarking projects comparing the performances of land surface models with respect to
ET demonstrated that these are not maximizing the information content in the forcing data [Best, 2014].
Furthermore, there are severe deficiencies in the energy balance closure and in the simulation of soil moist-
ure over various crops [Gayler et al., 2013, 2014; Wöhling et al., 2013]. Last but not least, observational and
modeling studies indicate the important role of land surface heterogeneity, turbulence, and mesoscale
circulations to quantify LSA feedback including cloud formation and precipitation [Hohenegger et al., 2009;
Taylor et al., 2012; Demory et al., 2013]. From the modeling perspective, this requires extensive simulations
over a hierarchy of model resolutions down to the so-called grey zone. This is the grid increment of the order
of 1 km where the model starts to resolve convection, mesoscale circulations, and small-scale turbulence so
that the assumptions behind turbulence and convection parameterizations are violated [e.g., Yu and Lee,
2010; Ching et al., 2014]. Due to the expected advanced forecast skill at this resolution, several grey zone
projects have been initiated (e.g., http://hdcp2.zmaw.de) [Wulfmeyer et al., 2014b, 2014c; D. D. Turner et al.,
submitted manuscript, 2014].

From the observational standpoint, data are needed for studying the energy balance closure and assump-
tions of Monin-Obukhov theory in complex terrain, entrainment fluxes, and intermittent turbulence at the
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top of the ABL as well as the formation of clouds and precipitation, simultaneously. This requires that the
TD profiles in the lower troposphere resolve the gradient functions in the stable, neutral, and unstable
surface layer as well as gradients and entrainment fluxes at the top of the ABL. Unfortunately, long-term
data sets of this kind are entirely missing. Currently, the resolution, the coverage, and the accuracy of
operational TD observations is neither sufficient for processes studies nor for model verification. High-
resolution TD data over land and the oceans would also be very useful for developing and verifying surface
flux databases such as GEWEX SeaFlux and LandFlux, the Water Cycle Multi-mission Observation Strategy
(WACMOS) Evapotranspiration (WACMOS-ET) of the European Space Agency (ESA), and the Hamburg
Ocean Atmosphere Parameters and Fluxes from Satellite Data (HOAPS) databases [Andersson et al., 2010].
New technologies for addressing these pressing observational needs are emerging. They are based mainly
on active remote sensing technologies such as temperature rotational Raman lidar (TRRL) [Di Girolamo
et al., 2004a; Radlach et al., 2008; Newsom et al., 2013], WVRL [Turner et al., 2002; Wulfmeyer et al., 2010;
Turner et al., 2014b], and water vapor differential absorption lidar (WVDIAL) [Wulfmeyer, 1999a, 1999b;
Behrendt et al., 2009; Muppa et al., 2015]. Further details are presented in sections 3.2.3 and 5.2.3 as well
as in Wulfmeyer et al. [2014a, 2014b].

2.4. Mesoscale Circulations and Convection Initiation

Mesoscale circulations and CI can be considered part of the LSA feedback chain leading to the formation of
clouds and precipitation. CI is a central topic of weather and climate research, as models are still suffering
from limited resolution and insufficient representation of cloud and precipitation processes, particularly in
connection with extreme events (see above section 2.2).

Various trigger mechanisms can play an important role depending on the region of interest [Weisman and
Klemp, 1982; Stevens, 2005; Weckwerth and Parsons, 2006; Rotunno and Houze, 2007; Browning et al., 2007;
Schwitalla et al., 2008; Sherwood et al., 2010; Wulfmeyer et al., 2011]. Among them we mention land surface
heterogeneity, orographic effects, and their interaction with low-level boundaries and mesoscale convergence
zones, which influence low-level moisture, the vertical moisture profile, and the depth ofmoisture as well as the
convergence/updraft strength and depth. Other subtle mechanisms such as vertical wind shear can play an
important role in environments that are already close to the onset of convection such as in the tropical
Pacific [LeMone et al., 1998; Lima andWilson, 2008]. It has been demonstrated that the exact location and timing
of CI are further influenced by small-scale moisture variations caused by colliding boundaries [Kingsmill, 1995],
small-scale boundary layer organized structures, such as horizontal convective rolls and mesocyclones
(convective-scale vortices) [Weckwerth et al., 1996; Murphey et al., 2006], and intersections between boundaries
and horizontal convective rolls [Dailey and Fovell, 1999]. Convergence zones act to deepen and to enhance
the low-level moisture field [Ziegler and Rasmussen, 1998;Weckwerth et al., 2005] and to modify the vertical
moisture gradient. Lee et al. [1991] and Crook [1996] demonstrated that the amount of moisture as well as
variations of the low-level vertical gradients of moisture and temperature can change the strength of a
simulated storm from no CI at all to strong CI. The increase in the intensity of the storm is mainly due
to the reduction of static stability with higher low-level moisture content, traditionally characterized by
buoyancy, convective available potential energy, and convective inhibition. This sensitivity is crucial for
CI and its lifetime under all forcing conditions in midlatitudes [Wulfmeyer et al., 2011] and for CI along
the dry line in the central U.S. [Weckwerth and Parsons, 2006].

The relationship between the 3-D TD fields and CI, cloud formation, and precipitation has been the subject
of a series of field campaigns such as the Mesoscale Alpine Program in high mountains during the 1990s
[Richard et al., 2007]; the International H2O Project in 2002 (IHOP_2002) [Weckwerth and Parsons, 2006]
focusing on relatively flat terrain in the central U.S. but with strong synoptic gradients such as the dry line,
the Convective Storm Initiation Project (CSIP) in maritime environment of southern England in 2005
[Browning et al., 2007], and the Convective and Orographically-induced Precipitation Study (COPS)
[Wulfmeyer et al., 2008, 2011] in low mountain regions in Southwestern Germany/Eastern France. The latter
was coordinated with the Demonstration of Probabilistic Hydrological and Atmospheric Simulation of
flood Events in the Alpine region (D-PHASE) for comparisons and analyses of multimodel ensembles
[Rotach et al., 2009].

During all these campaigns, it was envisioned to provide new data sets of the distribution of WV to study
their effect on ABL development and CI. However, even applying the new generation of passive and active
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remote sensing systems for measuring WV and T distributions, the success was limited. This was mainly due
to the limited spatial coverage of high-performance TD remote sensing systems, even when combined
during field campaigns, and due to constraints with respect to operation times. Obviously, it is necessary
to continue and to intensify CI studies using networks of operational TD profilers with very high vertical
resolution and accuracy in the lower troposphere over various types of land cover (urban areas and vegetation)
and over the oceans combined with a hierarchy of model simulations down to the grey zone.

2.5. Data Assimilation for Reanalyses, Advanced Process Studies, and Forecasting

Data assimilation (DA) is the key methodology for accurate reanalyses, numerical weather prediction (NWP),
seasonal forecasting, and parameter estimation. As demonstrated in section 2.2, simulations of the water
and energy cycles by means of reanalyses are limited due to a lack of coverage and quality of TD profiling
particularly in the lower troposphere [Dee et al., 2011]. Also, short- to medium-range quantitative precipitation
forecasting (QPF) is strongly dependent on the initial WV and T fields [Crook, 1996; Ducrocq et al., 2002; Richard
et al., 2007; Keil et al., 2008; Dierer et al., 2009; Wulfmeyer et al., 2011].

Unfortunately, on the mesoscale, the availability of TD profiles (see section 3) is particularly poor so
that only a few studies are available yet to support this statement. Currently, mainly surface in situ
sensors from surface stations, ships, and buoys complemented by TD profiles from the global radiosonde
network are assimilated. Some densification with respect to temperature is provided by aircraft in situ
measurements along the tracks of airlines and close to the airports. The radio sounding network has a high
vertical resolution; however, its horizontal coverage and the temporal resolution are coarse so that it gives
very limited information on mesoscale processes. Spaceborne measurements of TD profiles constitute the
backbone of the Global Observing System (GOS) of the World Meteorological Organization (WMO) [World
Meteorological Organization (WMO), 2005] and provide vital measurements for global NWP. More than 60%
of the forecast skills in terms of short-range global forecast error reduction can be attributed to the TD
measurements from operational meteorological satellites [Joo et al., 2013]. Information of TD profiles is primarily
acquired in the infrared (IR) and microwave (MW) domains. Observations from National Aeronautics and Space
Administration’s (NASA) Atmospheric Infrared Sounder (AIRS) on Aqua [Aumann et al., 2003; Le Marshall et al.,
2006; McNally et al., 2006] and the operational Infrared Atmospheric Sounding Interferometer (IASI) on the
European Organisation for the Exploitation of Meteorological Satellites’ (EUMETSAT) Meteorological
Operational (MetOp) satellites [Cayla, 1993; Collard and McNally, 2009; Guidard et al., 2011] as well as the
Cross-Track Infrared Sounder (CrIS) onboard Suomi-National Polar-orbiting Partnership (NPP) of the National
Oceanic and Atmospheric Administration (NOAA) and NASA [Han et al., 2013] substantially contributed to
the increase of forecast skills in global NWP [Hilton et al., 2009, 2012].

For the assimilation into NWP, IR spectra are directly used in combinationwith RTE observation operators without
transferring them into TD profiles by any retrieval methods. The error characteristics of the measured radiance
spectra are well understood and can be combined with NWP background knowledge of the atmospheric state.
Hence, bias corrections, explaining the systematic differences between measured and calculated radiances, are
kept to a minimum. IR soundings are generally limited to cloud-free areas. The averaging kernels of the RTE limit
the vertical resolution of T and WV information in the lower troposphere to approximately 1 km and 2 km,
respectively, mostly smoothing out the details of the stable and convective ABL.

The data of geostationary satellites such asMeteosat and the Geostationary Operational Environmental Satellite
(GOES) are also assimilated into NWP. However, their clear-sky radiances are mainly sensitive to upper tropo-
spheric WV [Köpken et al., 2004] and not to WV and T in the lower troposphere. This will change with the
Meteosat Third Generation (MTG), which will also embark a hyperspectral IR sounder [Stuhlmann et al., 2005].

TD observations in clear and cloudy atmospheres provided by operational MW sounders are also assimilated.
These include the Advanced Microwave Sounding Unit-A (AMSU-A) on the MetOp and latest NOAA satellites,
the Microwave Humidity Sounders (MHS), and the Advanced Technology Microwave Sounder (ATMS)
embarked on the Suomi-NPP satellite [Kleespies, 2007], and the Special Sensor Microwave Imager Sounder
(SSMIS), flown as part of the U.S. Department of Defense’s Meteorological Satellite Program (DMSP). A general
complication of assimilating IR and MW data into NWP is the fact that it requires radiative transfer modeling
of surface emissivity, which is straight forward over oceans but poses problems over land surfaces, which
have spatially and temporally variable emissivity. Therefore, DA is primarily limited to spectral channels that
are not strongly influenced by surface contributions.
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In the near IR, sensors such as the Moderate Resolution Imaging Spectroradiometer (MODIS) are carried on
the NASA’s Earth Observing System (EOS) Terra and Aqua satellites and the MEdium Resolution Imaging
Spectrometer (MERIS), which is an instrument on ESA’s Environmental Satellite (ENVISAT) platform. These
instruments provide unique IWV fields over land surfaces, where IR and MW soundings close to the surface
are not much exploited. The assimilation of IWV over land, as derived from MERIS showed neutral to positive
impact [Bauer, 2009].

Another source of signals containing WV and T information are the Global Navigation Satellite System (GNSS)
Zenith Total Delays (ZTDs), Slant Total Delays (STDs), and radio occultation (RO) bending angle (refractivity)
profiles. Particularly, RO data have been successfully applied to global DA [Cucurull et al., 2007; Healy et al.,
2007; Poli et al., 2010]. The RO technique provides a unique combination of global coverage, high vertical
resolution, high accuracy, and all-weather capability [Kursinski et al., 1997; Anthes, 2011]. With a horizontal
footprint of only ≈200 km but high vertical resolution of ≈200m, the forecast improvement using RO data
is as large as the one obtained from AIRS or IASI [Cardinali and Healy, 2014]. The impact on theWV and T fields
is strong from the middle to the upper troposphere. This demonstrates that in these regions, RO data close a
gap in accurate WV and T observations complementing the passive remote sensing retrievals. Due to signal
tracking issues, in particular, in the subtropical and tropical lower troposphere, the number of observations
decreases and observation errors increase substantially toward the surface. In the early RO missions such
as the proof of concept mission Global Positioning System Meteorology (GPS/MET) [Ware et al., 1996], which
used closed-loop tracking, less than 50% of the profiles reached below 1 km, especially in the tropics. However,
with the development of the improved open-loop tracking [Sokolovskiy, 2001] the percentage of profiles
reaching 1 km was increased between 60 and 90% [Anthes et al., 2008]. Besides improving the ability to probe
deeper into the lower troposphere and ABL [Sokolovskiy et al., 2006], the open-loop tracking also enables the
acquisition of rising signals, thereby doubling the RO data from the same instrument [Ao et al., 2009].

ZTD data are available from several ground-based receiver networks. The density of GNSS receivers for DA is
extremely heterogeneous. Whereas only a few sensors exist in Africa, Central Asia, and South America, high
density has been reached over the U.S., Europe, and Japan. For instance, near real-time measurements are
available from the European Meteorological Network (EUMETNET) GNSS Water Vapor Program (E-GVAP).
Numerous impact studies have shown that the usage of ZTD data improves the skill of limited area weather
forecast models [e.g., Kuo et al., 1993; Gutman et al., 2004; Nakamura et al., 2004; Guerova et al., 2006; Zus et al.,
2008; Schwitalla et al., 2011]. As ZTD data are available in near real time over Europe, they are assimilated oper-
ationally at several NWP centers in their regional and global NWPmodels, e.g., at Météo-France [Poli et al., 2007]
and the United Kingdom (UK) Met Office (UKMO) [Bennitt and Jupp, 2012].

In principle, higher impact can be expected by DA of STDs, as low-level slants contain information about
the spatial heterogeneity of the WV content in the ABL. A study using three-dimensional variational analysis
(3-DVAR) and the HIgh Resolution Limited Area model (HIRLAM) simulating hypothetical GNSS receivers indi-
cated a positive impact on the WV analysis [Jarvinen et al., 2007]. Other studies utilizing ZTD and STD data
from a station network in Germany demonstrated a small positive impact on the WV field [Zus et al., 2008,
2011]. The benefit of STDs on top of ZTDs, however, was hardly demonstrated, probably due to limitations
of the elevation angle to ≈20° [Bauer et al., 2011]. A stronger impact is expected as soon as low-elevation
observations down to a few degrees are included, as such observations capture the local asymmetry of the
WV field. Further studies are ongoing such as the implementation of a rapid and precise forward (adjoint)
operator in the Weather Research and Forecasting (WRF) model system. A promising candidate for such
operator was recently suggested [Zus et al., 2014]. Another demonstration of the potential of STD using
a 4-DVAR over Japan has been presented in Kawabata et al. [2013]. Another option could be the use of
GNSS tomography for deriving 3-D WV density fields; however, this has not been explored in detail yet for
operational purposes and assimilation in NWP models.

With respect to ground-based passive remote sensing using either MW radiometers (MWRs) or IR spectrometers,
we found only one early study [Kuo et al., 1993] where MWR-derived IWV was assimilated in the mesoscale
model 4 (MM4). In fact, the MWR network was simulated by radio soundings, which were used to derive IWV.
In any case, a positive impact on the WV field was found. Recently, new interest in the assimilation of MW data
aroused by the availability of new MWR networks such as MWRnet (http://cetemps.aquila.infn.it/mwrnet). In
Cimini et al. [2014], a DA experiment was performed showing at least neutral impact on short-range forecasts.
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Other studies utilized ground-based or airborne active remote sensing systems such as WVRL or WVDIAL.
The first WV lidar DA study was based on the airborne NASA Lidar Atmospheric Sensing Experiment (LASE)
instrument utilizing data from the Convection and Moisture Experiment (CAMEX)-4 campaign. The data
were assimilated in the Florida State University (FSU) global spectral model using a 3-DVAR. A strong
positive impact on initial WV fields, hurricane track and intensity, and QPF was demonstrated [Kamineni
et al., 2003, 2006]. Using the MM5 model, the first mesoscale 4-DVAR using WV lidar data was performed
during the IHOP_2002 campaign and utilized WVDIAL data from the airborne NASA LASE system as well
[Wulfmeyer et al., 2006]. A strong positive impact of CI and QPF was demonstrated. Based on the MM5
model, the first 4-DVAR assimilating a triangle of ground-based WVRLs was performed by Grzeschik et al.
[2008]. By comparisons with ground-based GNSS sensors, a significant correction of the vertical structure
of the WV field was found, which was maintained in the forecast system up to 12 h. A positive impact
was also demonstrated by the assimilation of the German Aerospace Agency (DLR) airborne WVDIAL in
the ECMWF model [Harnisch et al., 2011]. The most recent impact study was performed during the COPS
campaign. Airborne measurements of both the DLR WVDIAL and the CNRS airborne LEANDREII WVDIAL
were assimilated using 3-DVAR in the AROME model [Bielli et al., 2012]. A positive and significant impact
was found for 6 h precipitation with an improvement lasting up to 24 h. Furthermore, the first DA of TRRL
showed a strong positive impact on the vertical temperature profiles including a correction of inversion
strength and ABL depth [Adam et al., 2015].

These studies confirm a significant positive impact of WV and T active remote sensing on short-range
forecasting based on case studies. A larger positive impact by the simultaneous assimilation of operational
TD profiling is expected, if corresponding networks become available with sufficient density and coverage
both over land and the oceans. This was illustrated by an Observing System Simulation Experiment (OSSE)
over land where various networks of ground-based remote sensing systems were simulated and their forecast
impact was assessed [Otkin et al., 2011; Hartung et al., 2011].

3. The State of Observing Systems

The development andmaintenance of global, consistent data sets containing variables of the energy andwater
cycle is an ongoing effort. The backbone for providing operational observations is theWMO GOS (see Figure 3).
It consists of a coordinated network for acquiring meteorological and other environmental observations

Figure 3. The Global Observing System (GOS) showing the synergy of in situ, passive, and active remote sensing systems
for TD measurements. The shading of the atmosphere above the surface indicated the depth of the ABL over the ocean
and over the land.
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on a global scale in support of all WMO programs (http://www.wmo.int). The GOS components include
surface, upper air, marine, radio detection and ranging (radar), airborne, and satellite observations as well
as other observation platforms. This operational network is mostly maintained by National Meteorological
Services (NMSs) as well as national and international organizations such as EUMETSAT and NOAA. Another
operational setup comprising satellite observations is the space component of the European Union (EU)
Copernicus program, which is dedicated to the global monitoring of the environment and implemented
by ESA through the Sentinel series of satellites. The operational programs are complemented by dedicated
experiments including experimental satellites. The latter comprise spaceborne measurement platforms such
as the NASA satellites Terra, Aqua, and Aura.

Data from the GOS and the experimental setups are heavily used within the Global Energy andWater Exchanges
(GEWEX) Data and Assessment Panel (GDAP) and various other teams such as the WMO Network for Sustained
and Coordinated Processing of Environmental Satellite Data for Climate Monitoring (SCOPE-CM), the EUMETSAT
Network of Satellite Application Facilities (SAF), the Global Climate Observing System (GCOS), the Committee on
Earth Observations Satellites (CEOS), and NOAA’s National Climatic Data Center (NCDC). Another organization
dealing with the observation of all components of the Earth system is the Group on Earth Observations (GEO),
which is responsible for the coordination of international activities to set up a Global Earth Observation
System of Systems (GEOSS). Relatively new data sets were generated within the Global Water Vapor Project
(GVaP) providing monthly IWV fields over the globe by blending in situ radio soundings with passive remote
sensing data [Randel et al., 1996]. Other WV data sets are available via the EUMETSAT Climate Monitoring-SAF
(CM-SAF) [Schulz et al., 2009] and recently within the WACMOS [Su et al., 2014].

In the following, the status of spaceborne and ground-based observations of TD profiles is reviewed with
respect to in situ and remote sensing measurements. We do not consider airborne measurements, as they
are limited to flight routes and field campaigns so that it is not possible to derive long-term time series of ver-
tical profiles in specific regions from these. In contrast to section 2.5 where it was demonstrated that mainly
radiances are used for the assimilation of passive remote sensing data, we are focusing here on the current cap-
ability of passive and active remote sensing systems to retrieve or to derive TD profiles in the lower troposphere.

3.1. Spaceborne Measurements

Spaceborne passive remote TD measurements are mainly performed in the near-IR, IR, and MW spectral
regions. Retrievals are either based on WV absorption or on the atmospheric emission in absorption bands
influenced by WV and T. The methodologies are presented in detail in section 5.1. The only active remote
sensing system in space dedicated to TD measurements is GPS RO, which can be used either to derive WV
and T via links between low Earth orbit (LEO) satellites or STDs and ZTDs from ground-based receivers. In
contrast to lidar and radar techniques, GNSS signals are measured in transmission. Thus, the RO signals
provide TD properties along the raypath with high vertical resolution. However, the horizontal footprint
is relatively coarse (a few hundreds of kilometers), which results in a horizontal smearing of the signal. The
GNSS methodology is presented in detail in section 5.2.2.
3.1.1. Passive Remote Sensing
We distinguish between polar orbiting and geostationary satellites and analyze the retrievals of WV and T pro-
files with respect to the platforms on which they are operated. This is due to the fact that IR and MW retrievals
are complementary in the same observed atmospheric volume so that the performance of the resulting
products depends critically on the available combinations of IR and MW channels on the same platform.

With respect to polar orbiting satellites, global operational observations of WV and T fields became possible
with the launch of the Television Infrared Observational Satellite program (TIROS)-N/NOAA satellites in 1978
carrying the High-Resolution Infrared Radiation Sounder (HIRS) (T and WV) and the Microwave Sounding Unit
(MSU, T only) instruments that provided about 7.5 × 105 and 3.7 × 104 soundings per day, respectively.
Advanced microwave sounders, the AMSU-A and MHS instruments, replaced the MSU and are now also pro-
viding humidity soundings with a higher density at spatial sampling capabilities of 3.2 × 105 and 2.6 × 106

soundings per day, respectively.

The NOAA satellites were complemented in 1987 by the DMSP satellites, carrying the Special Sensor Microwave
(SSM/I, SSM/T, and SSM/T2) sensors, which were later replaced in 2003 by a single radiometer, the SSMIS on
follow-up DMSP satellites with ≈104 observations over 6 h achieving global coverage within a few days.
Another new instrument is the ATMS on the Suomi-NPP satellite, combining the AMSU-A and MHS capabilities.
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Depending on frequency, the MW sounders sample the atmosphere at nadir with footprints having
diameters of 16 km at higher frequencies to 75 km at lower frequencies. With increasing scan angle of these
cross-track sounders, the footprint size increases. Another class of MW instruments consists of conically
scanning ones, which offer imaging capability under constant viewing angles. These include the SSMIS
and the Global Precipitation Mission’s (GPM) Microwave Imager (GMI). The latter is a pure imager without
sounding capability, measuring only total columnar WV.

WV and T retrieval techniques were developed, which are applicable even in the presence of nonprecipitating
clouds extending the coverage of observations over the oceans. However, retrievals over the land surface
remain very difficult due to a large dependence of the surface emissivity on soil moisture and vegetation.
Observations made in the MW and the few channels available result in a coarse vertical resolution of WV and
T profiles of a few kilometers and an accuracy of 10–20% [Huang et al., 1992]. Information on lower tropospheric
TD profiles is at best some bulk estimation of ABL water vapor content [Schulz et al., 1993].

Examples of near-IR remote sensors are the MODIS and the MERIS instruments. The first MODIS instrument
was launched on the Terra satellite in December 1999, and the second was launched on Aqua in May
2002. MERIS was operated on ENVISAT from March 2002 to April 2012. As demonstrated in Gao and
Kaufman [2003] for MODIS, and in Bennartz and Fischer [2001] for MERIS, it is possible to derived IWV with
high horizontal resolution using the ratio of two channels with different sensitivities to WV absorption around
940 nm and measuring the WV extinction. No vertically resolved information concerning lower tropospheric
TD is available. However, their combination with IR and MW passive remote sensing systems can improve the
representation of small-scale horizontal variability of the WV field.

Observations of optical imagers such as MODIS and MERIS provide information on lower tropospheric WV
mostly in the near-IR spectral region. Using their channels influenced by the broad WV absorption band around
940nm, it is possible to derive IWV with high horizontal resolution over land surface [Gao and Kaufman, 2003;
Bennartz and Fischer, 2001]. Unfortunately, MERIS data are no longer available since communication to ENVISAT
was lost in April 2012. However, its successor, the Ocean and Land Colour Imager (OLCI) will be flown as an
operational mission on the Sentinel-3 satellite series from 2015 onward [Donlon et al., 2012].

A considerable advance was achieved by combining MW and IR remote sensing sounders, e.g., the sounding
system flying on board of the NOAA Polar Orbiting Environmental Satellite (POES) series. However, Chédin
et al. [1993] and Stephens [1994] recognized that WV and T retrievals from this combination of instruments
still do not reach the required level of accuracy needed for a future climate monitoring system.

This motivated the development of more sophisticated IR and MW sounding systems with optimized choice
of spectral regions and resolutions with respect to TD profiling. This effort culminated in the launch of the
MetOp platforms of EUMETSAT, NASA’s Aqua and Terra satellites, and on the Global Change Observation
Mission-Water SHIZUKU (GCOM-W) of the Japan Aerospace Exploration Agency (JAXA). The payload of
interest for TD profiling consists of AMSU-A, MHS, the Advanced Very-High Resolution Radiometer (AVHRR/3),
and HIRS/4 complemented by IASI [Hilton et al., 2012]. The IASI is an IR Fourier transform spectrometer (FTIR)
with a spectral sampling of 0.25 cm�1. A footprint size of 12 km at nadir allows a good sampling in clear and
partly cloudy areas. The horizontal resolution of the retrievals is ≈25 km collecting about 80,000 measurements
within 6 h. In a global constellation with three operational satellites, it takes about 4h to get global coverage.
The vertical resolution of the retrievals is driven by the width of the averaging kernels in the RTE, the spectral
resolution, and the radiometric noise. In the case of IR WV retrievals, this results in a vertical resolution
of 2 km with an accuracy of 10% in the middle to the upper troposphere and 2 km and 20% in the lower
troposphere, respectively [Pougatchev et al., 2009]. The resolution of T profiles is somewhat higher (1 km), and
the accuracy is ≈1 K in the middle and upper troposphere degrading to 2 km and ≈2 K in the lower troposphere
[Li et al., 2000; Amato and Serio, 2000; Pougatchev et al., 2009; August et al., 2012]. This accuracy and resolution
has been confirmed by retrievals over complex terrain during the COPS campaign [Masiello et al., 2013].

A similar suite of sensors is flown on the Terra and Aqua satellites, namely, the Advanced Microwave
Scanning Radiometer–EOS (AMSR-E), AMSU-A, the Humidity Sounder for Brazil (HSB), and MODIS combined
with AIRS. The AIRS uses a grating spectrometer with a spectral resolution of 0.85 cm�1. Due to the similarity
of the instruments, the coverage, horizontal resolution, and accuracy as well as the vertical resolution of the
WV and T retrievals are similar. The coverage of the IR measurements is mainly limited by the presence of
clouds where soundings are possible only down to the respective cloud top. The accuracy close to the land
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surface was previously degraded by a larger uncertainty in surface emissivity. However, this has been
substantially improved by the possibility to simultaneously derive surface emissivity from the same hyperspectral
measurements [Zhou et al., 2011; Capelle et al., 2012].

Zhou et al. [2003] show that an error of 0.1 in surface emissivity can lead to an error in the retrieved near-surface
temperature profile of 0.8 K. Particularly, in arid and semiarid regions the surface emissivity varies by about 0.2
and 0.12 at wavelengths of 4 and 9μm, respectively, while the simultaneous retrieval of temperature profiles
and surface emissivities reduces the uncertainty of the latter to 0.045 and 0.02 at 4 and 9μm, respectively
[Capelle et al., 2012], so that the corresponding error in the low-level temperature profile can be reduced
by at least 0.8 K. Similarly, Seemann et al. [2008] show that the use of a retrieved surface emissivity instead
of a commonly assumed constant value of 0.95 in the columnar WV retrieval reduced the retrieval error by
more than 40%.

In the MW, the vertical resolution is poor; however, retrievals are possible in the presence of nonprecipitating
clouds. The repeatability of the measurements from polar orbiting satellites depends on the number and
phasing of available satellites and the geographic region of interest. Three operational satellites with local
overpass times separated by 4 h allow for observing some developing phenomena and start to resolve the
diurnal cycle. Due to strong overlap of observation swaths the atmosphere at higher latitudes (>60°) is
covered at shorter time intervals, so that polar orbiters start to support nowcasting applications where no
geostationary satellite measurements are available. However, most critical processes such as CI require a time
resolution of 10–15min and observations used for nowcasting with a forecast range of 0–6 h require an
update cycle with much higher resolution than this range.

Therefore, geostationary satellites such as the GOES 11 and 12 operated by NOAA, Meteosat Second Generation
(MSG) operated by EUMETSAT, and Himawari by JAXA provide an essential complement of polar orbiting
platforms. Passive remote sensors on these platforms are, e.g., the Spinning Enhanced Visible and Infrared
Imager (SEVIRI), which observes the Earth in 12 channels from the visible to the IR and the GOES imager
and IR sounder. Typically, the time resolution of the observation of the Earth’s disk is 15min and the spatial reso-
lution of the pixels is a few kilometers. These observations are very interesting for monitoring, DA for NWP, and
nowcasting. However, the low spectral resolution of their channels does not permit retrievals with high vertical
resolution because its channels dedicated to WV are mainly sensitive to upper tropospheric humidity.
Microwave remote sensing from geostationary orbit is not currently performed, as the antenna would
have to be extremely large in order to have reasonable temporal integration time.

An attempt to combine the information content of different satellites is the WACMOS project [Su et al., 2014].
For instance, combining SEVIRI and IASI, WV fields will be provided for three vertical layers from 200
to 500 hPa, 500 to 850 hPa, and 850 hPa to surface with a horizontal resolution of 25 km. A SEVIRI +MERIS
product will contain IWV for the Elbe/Oder basin with a resolution of ≈3 km for the time period between
June and November 2008. For both data sets, a temporal resolution of 3 h is envisioned.

Upcoming new data sets with higher accuracy and resolution will certainly improve our understanding of the
regional water and energy cycles. However, it should be mentioned that the current and likely the future
generation of IR passive remote sensing systems might approach their theoretical limits with respect to
vertical resolution in the lower troposphere. For example, the next geostationary platforms such as MTG will
contain scanning spectrometers, which have similar properties as IASI or AIRS. An enhancement of the
spectral resolution and the reduction of radiometric noise are also planned for the next generation of polar
orbiting satellites. Consequently, some improvement of vertical resolution and accuracy can be expected,
particularly for the IR temperature sounding in the lower troposphere [Crevoisier et al., 2014], the WV
observation in the blue spectral range [Wagner et al., 2013b], and finally, the hyperspectral MW sounding that
will allow higher vertical resolution by new technology developments [Blackwell et al., 2011].

For the future generation of IR sounding (IASI-NG), Crevoisier et al. [2014] estimate from information content
studies that the relative gain of the future instrument providing doubled spectral and doubled radiometric
resolution compared to the currently flying IASI instrument will increase from about 10% to > 20% in the T
sounding of the ABL, where the relative gain in precision is expressed as the difference between a priori
and a posteriori error, divided by the a priori error. Contrary, the relative gain in WV soundings is limited to
the middle and upper troposphere, no improvement in WV retrieval can be obtained in the ABL, for reasons
described below (section 5.1). WV soundings in the blue spectral range will benefit from generally higher
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surface reflectivity, especially over water surfaces, in this spectral range compared to the red part and
therefore will provide more sensitivity to the near-surface layers of the atmosphere. This technique is in a
state of demonstrating feasibility, and no firm quantitative error estimates are available yet. The same is true
for the use of hyperspectral MW soundings for T and WV, targeting in a tenfold spectral resolution compared
to currently flying instruments. Initial information content studies (Aires, conference communication 2014)
indicate that > 20% improvement can be achieved for T and > 35% for WV in the ABL. However, despite
these advances, it will hardly be possible to resolve the structure and the gradients of WV and T in the lower
troposphere leaving still significant observational gaps for weather and climate research.
3.1.2. Active Remote Sensing
3.1.2.1. Global Navigation Satellite System
Currently, the only active remote sensing system for WV and Tmeasurements in space is GNSS. Based on the
RO technique, bending angle (refractivity) profiles are derived that are sensitive to WV and T. Following
GPS/MET, a number of satellites were equipped with GPS receivers, such as the Scientific Application
Satellite-C (SAC-C), the Challenging Mini-satellite Payload (CHAMP), the six Constellation Observing System
for Meteorology, Ionosphere, and Climate (COSMIC) [Anthes et al., 2008], the Gravity Recovery and Climate
Experiment (GRACE) [Wickert et al., 2009], the MetOp-A and MetOp-B, the Terra Synthetic Aperture Radar
(SAR)-X, and the TerraSAR-X-Add-on for Digital Elevation Measurements (TanDEM-X) satellites. Currently,
around 3500 RO soundings are available per day. However, not all profiles reach Earth’s surface due to signal
tracking issues. Furthermore, as the RO bending angle (refractivity) depend both on WV and T, their contribu-
tions must be disentangled, which is possible only with additional information from another measurement or
a numerical weather model.
3.1.2.2. Other Potential Active Remote Sensing Techniques
Possible future solutions for providing TD profiles down to the lower troposphere are the operation of active
remote sensing systems such as lidar on polar orbiting satellites. For this purpose, the WAter vapour Lidar
Experiment in Space (WALES) mission was proposed in 2000 [European Space Agency (ESA), 2001, 2004]. Its
great potential was presented inGérard et al. [2004].Wulfmeyer et al. [2005] demonstrated that a corresponding
mission would considerably increase the coverage, resolution, and accuracy of water vapor profiling even
in comparison to IASI. Furthermore, the high vertical resolution and accuracy of spaceborne WVDIAL was
confirmed by analyzing and extrapolating aircraft WVDIAL measurements to space [Di Girolamo et al.,
2008]. Di Girolamo et al. [2006] even demonstrated that temperature profiling from space is possible with
rotational Raman lidar (TRRL), as well as relative humidity in combination with WVDIAL. Unfortunately, these
concepts are still at their infancies, and extensive technological andmethodological advances are still necessary
until the operation of WVDIAL in space becomes reality.

3.2. Ground-Based Measurements
3.2.1. In Situ Measurements
In situ networks or surface measurements and soundings still provide the backbone of the development of
global data sets for the determination of climatologies and initial fields for weather forecasting. Still to date,
radiosondes are almost the only instruments measuringWV and T profiles with sufficient resolution to resolve
the structure of the ABL including the surface layer, the mixed, and the interfacial layers at the ABL top.

The coverage of surface observations and sounding locations, however, is extremely inhomogeneous and
coarse. One of the regions with highest density of observations is Central Europe. Figure 4 presents the
current location of stations, which are considered in the WMO Global Telecommunication System (GTS).
It is obvious that the density of the surface and sounding stations does not allow for resolving the
mesoscale variability of WV and T. The data gaps are particularly large over the oceans. It is still an ongoing
effort to densify surface observations with meteorological sensors that are not yet included in the GTS
often operated by nonmeteorological agencies and organizations. A pivotal model was the collection of
the Joint D-PHASE-COPS data set over Europe during 2007, which probably still represents the densest
surface data set in that region [Wulfmeyer et al., 2011]. Consequently, the situation of radio soundings is
quasi inverted in comparison to spaceborne passive remote sensing. Whereas the spatial coverage of
radiosonde stations is poor, their vertical resolution and accuracy is high; the coverage of spaceborne
passive remote observations is high; however, the vertical resolution is poor and the accuracy is limited.
It would be necessary to increase considerably the density of the radiosonde network and the frequency
of launches in order to get insight into the mesoscale variability of the regional water cycle and to increase the
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representativeness of the sounding of
WV and T on this scale. This is considered
not feasible due to resource limitations.
3.2.2. Passive Remote Sensing
Data gaps can be reduced with networks
of operational passive remote sensing
of TD profiles using IR spectrometers
or MWRs. Several ground-based FTIRs
[Feltz et al., 2003; Knuteson et al., 2004a,
2004b] and MWR networks [Cadeddu
et al., 2013] are already operating within
the ARM. Also, in Europe networks of
MWRs are operated [e.g., Crewell et al.,
2004], which are currently being com-
bined in a global network of passive
remote sensing systems called MWRnet
[Cimini et al., 2012]. The operation of
FTIRs and MWRs is also possible on
shipborne platforms, as demonstrated,
for example, during various campaigns
of the ARM.

However, the density of these observations is still lower than that achieved with radio soundings. Figure 5
shows an overview of current network of passive and active TD profilers. It becomes clear that not only this
network but also all others (discussed below in section 3.2.3) are far from being capable of resolving any
mesoscale features over land and over the oceans.

The methodology, the potential, and the limitations of passive remote sensing are presented in section 5.1.
The temporal resolution of a retrieval is typically 5–10min in order to reduce noise errors in the determination
of the radiances in different MW channels or in the IR spectra [Smith et al., 1999; Feltz et al., 2003]. The sys-
tematic and root-mean-square (RMS) errors, which remain in the retrievals of TD profiles, depend on the
radiometric and spectral calibration of the instrument, the radiative transfer model chosen, the inversion
method, the atmospheric conditions, and whether the observations are made in the IR or the MW.

Figure 5. Global network of passive and active TD profilers. Red circles: MWRs, blue diamonds: EARLINET stations with
potential WV and T profiling capabilities, green squares: WV and T lidar systems at observatories, yellow triangles: NDACC
profiler stations, and dark green stars: ARM sites.

Figure 4. European in situ surface and TD profiling network. Black circles:
Surface synoptic stations of the weather services and meteorological stations
at airports over Europe, blue circles: shipborne WV and Tmeasurements,
and red diamonds: radiosonde stations.
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Generally, the resolution is better close to the surface and degrades to the middle troposphere. For IR
retrievals, the resolution of T and WV profiling is ≈100m near the surface to roughly 800m at 2 km, which
often corresponds to the ABL top. For retrievals in the MW, the resolution for T is ≈300m at the surface rapidly
decreasing to ≈1 km at the ABL top. The use of scanning can improve the resolution to 100m close to
the surface. For WV retrievals, the resolutions are a few 100m close to the surface to 2 km at the ABL top,
respectively. Due to the limited vertical resolution, the fine structure and the gradients of WV and T profiles
will be smoothed in the surface layer, the interfacial layer, and the free troposphere. While MWRs are able to
penetrate clouds, RMS errors of IR retrievals increase in the presence of clouds but retrievals are now possible
as well up to the cloud base [Turner and Löhnert, 2014]. Therefore, for optimized TD profiling, it is reasonable
to use a synergy of MWRs and IR spectrometers.

Depending on the application, the stability and reliability of operational passive remote sensing systems on
different platforms including ships [e.g.,Westwater et al., 2003] make these a very interesting option to close
the huge temporal and spatial gaps in ground-based networks for TD profiling.
3.2.3. Active Remote Sensing
In contrast to passive remote sensing, active remote sensing systems transmit radiation, which can either
be analyzed with respect to their transmitted, bended, phase shifted, or backscattered signals. Active
remote sensing systems using transmission, bending, and phase shifts are GNSS and differential optical
absorption spectroscopy (DOAS). Whereas active DOAS can provide interesting integrated information
about atmospheric T, WV, and other trace gases, we are not aware of these systems being used operationally
so that we refer the reader to the literature here [Platt, 1994] and focus in the following on GNSS.
Examples of active remote sensing systems using backscatter signals are radar and lidar. The immediate
advantage of this technology is the intrinsic and high range resolution of the backscatter signals achieved
by a time-of-flight measurement.

Active remote sensing systems have the potential to significantly improve accuracy and resolution of TD
profiles. These techniques are scalable so that the signal-to-noise ratio (SNR) of the signals can be improved
by increasing transmitter power and receiver efficiency. However, until recently, active remote sensing systems
played a minor role in global TD observations. This situation changed during the 1990s when techniques like
GNSS, radar, and lidar started to show the potential for long-term and reliable WV and T measurements.
3.2.3.1. Global Navigation Satellite System
During recent years, the coverage of ground-based GNSS receivers has been considerably increased.
Furthermore, algorithms for deriving ZTD and STD have been developed and improved. Networks of GNSS
receivers with harmonized retrieval algorithms are operated in Europe such as E-GVAP and in the U.S.
Details of GNSS methodology are presented in section 5.2.2.

When GNSS signals are received by a ground-based station, it is, in general, not possible to derive a refractivity
profile or separate TD profiles. However, the estimated ZTD, which represents the integrated refractivity above
the station, is closely linked to IWV. For this reason ZTD data are becoming increasingly useful for weather and
climate research [Wickert and Gendt, 2006]. The tropospheric WV estimates retrieved from GNSS postprocessed
data are used not only for the analysis of meteorologically significant events [Bock et al., 2004; Walpersdorf et al.,
2004; Brenot et al., 2006; Van Baelen et al., 2011; Labbouz et al., 2013] and for process-oriented studies [Adams
et al., 2013] but also for the evaluation of long time series with an homogeneous analysis scheme in the framework
of climate studies [Wang et al., 2007; Sguerso et al., 2013]. Higher resolution observations of the WV distribution in
the lower troposphere may be realized using STDs. When the available network of ground-based GNSS
stations is sufficiently dense for the line-of-sight tropospheric delays to interleave in the atmospheric volume
above the network, tomographic inversion enables the retrieval of the 3-D water vapor distribution. This
method has the potential to provide a WV field with reasonable space and time resolution: several kilometers
horizontally, a few hundreds of meters vertically and better than 15min. However, it is highly dependent
upon the network density and geometry. Several campaigns have shown good comparisons of the retrieved
water vapor field with other type of measurements and numerical model outputs but also demonstrated
the usefulness of GNSS tomography to study atmospheric situations in ties with CI and heavy precipitation
events in the Tropics [Flores et al., 2000], in the Mediterranean [Champollion et al., 2005; Bastin et al., 2005;
Brenot et al., 2014], in the Alps [Troller et al., 2006; Perler et al., 2011], the great plains in the U.S. [Champollion
et al., 2009], low mountain ranges within COPS [Van Baelen et al., 2011; Labbouz et al., 2013; Weckwerth
et al., 2014], and in south America [Adams et al., 2011, 2013]. Recently, the estimation of precipitable water
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vapor from shipborne GPS measurements was also demonstrated [Rocken et al., 2005; Fujita et al., 2008].
Its potential to study the prediction of intense weather events was analyzed in Boniface et al. [2012]. For
operational applications, the current networks deployed in numerous countries in Europe are too sparse
with mean distance between stations of about 50 km; however, with the ever-increasing number of stations
and the advent of new GNSS constellations such as GLONASS and Galileo, tomography could hold some
promises for the future.
3.2.3.2. Radar Techniques
Weather radar signals do not contain much information about WV and T contents. However, a technique has
been developed to retrieve 2-D surface maps of refractivity [Fabry et al., 1997] using the time evolution of
the phase information from ground targets as an indication of small perturbations in the refractive index
caused by changes in the humidity, temperature, and pressure fields. Using hard-target returns in suitable
environment with small orography, it is possible to produce these maps with a resolution of 15min and a
range of 50 km [Weckwerth et al., 2005; Roberts et al., 2008]. However, measurements in the vertical are not
possible and unknown heights of the radar cone above the terrain can produce significant deviations from
surface measurements [Bodine et al., 2011]. Therefore, this technique can mainly be seen as an approach
for closing gaps between ground-based in situ sensors but not for deriving TD profiles. Other radar techniques
are in the research stage and are briefly introduced in section 5.2.1.

Another approach at TD profiling with radars has been investigated with wind profilers using the radio
acoustic sounding system (RASS) for temperature [Peters et al., 1983] and refractivity index gradients profiles
for humidity [Tsuda et al., 2001]. However, whereas RASS temperature data are now available in networks
(see, e.g., madisdata.noaa.gov/cap/profiler.jsp), several limitations of the humidity retrieval technique in
terms of vertical coverage, physical assumptions, and need of other supporting measurements have been
a major hurdle for any operational use. Further details are provided in section 5.2.1.
3.2.3.3. Lidar Techniques: Temperature Rotational Raman Lidar, Water Vapor Raman Lidar, andWater
Vapor Differential Absorption Lidar
In the UV, visible, or near-IR, lidar signals can have a strong sensitivity to bothWV and T. For the derivation of T
profiles the TRRL and for WV profiles the WVRL or the WVDIAL techniques can be applied. As range-resolved
measurements are performed and the solution of the lidar equation is unique, we call the determination of
WV and T profiles with lidar a derivation. Consequently, a higher accuracy and resolution in comparison to
passive remote sensing retrievals can be expected. Typically, measurements with a range resolution of a few
10m to several 100m and a temporal resolution of 1 s to several 10min are possible depending on the range.
However, lidar systems are more complex with respect to system setup, maintenance, and routine operation,
which concern all components such as the laser transmitter, the receiver, and the data acquisition system.

Lidar systems performmeasurements with high SNR in the cloud-free atmosphere and through optically thin
clouds. In the presence of optically thick clouds, range-resolved measurements are possible within clouds for
an optical thickness typically not exceeding 2; otherwise, measurements are possible up to the cloud base.
Measurements during rain are hardly possible due to the large extinction of the transmitted radiation.
Therefore, similar operation times can be achieved as for IR spectrometers.

The high resolution and the accuracy of ground-based WV lidar measurements have been demonstrated
with WVRL [e.g., Whiteman et al., 2006b] and WVDIAL [Wulfmeyer and Bösenberg, 1998]. The first operational
WVRL at the ARM SGP (36.61°N, 97.49°W) site in the U.S. has been running in an almost continuous mode
since February 1998 [Goldsmith et al., 1998; Turner and Goldsmith, 1999]. Similar systems came in operation,
e.g., in Payerne, Switzerland, by Meteo-Swiss, the Raman Lidar for Meteorological Observations (RALMO)
[Dinoev et al., 2013; Brocard et al., 2013], and in Lindenberg, Germany, by the German Meteorological
Service (DWD), the Raman Lidar for Atmospheric Moisture Sensing (RAMSES) [Reichardt et al., 2012], and
the WVRL operated at the Cabauw site [Apituley et al., 2009]. The current operational systems at observatories
of the meteorological services and the ARM sites are shown in Figure 5 together with the global network of
passive remote sensors. Figures 4 and 5 demonstrate that huge data gaps remain over all regions of the Earth
with respect to TD profiling in the lower troposphere.

A variety of additional WVRL research systems have been developed and are operated by different international
scientific institutions. Some of these systems do not have an exclusive dedication to WV, as, in fact, they have
multipurpose atmospheric applications; however, they provide high performance in terms of WVmeasurement
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capability. These include the Scanning Raman lidar (SRL) of the Goddard Space Flight Center (GSFC) in
Greenbelt, USA [Whiteman, 2003a, 2003b]; the Backscatter, Extinction, lidar Ratio, Temperature, and Humidity
profiling Apparatus (BERTHA) of the Leibniz Institute for Tropospheric Research (IfT) in Leipzig, Germany
[Althausen et al., 2000]; the RASC Raman Lidar in Japan [Behrendt et al., 2002, 2004]; the Università della
Basilicata Raman lidar system (BASIL) in Potenza, Italy [Di Girolamo et al., 2009a]; the Raman lidar system of
the Max Planck Institute for Meteorology (MPI) in Hamburg, Germany; the Water vapour and Aerosol LIDAR
(WALI) of the Laboratoire des Sciences du Climat et de l’Environnement in Gif-sur-Yvette, France [Chazette
et al., 2013]; the Amazon WVRL in Brazil [Barbosa et al., 2014]; and the new WVRL at the University of
Hohenheim in Stuttgart, Germany [Wulfmeyer et al., 2014a; Hammann et al., 2015]. All these systems are housed
within seatainers or mobile vehicles, which makes them easily transportable for the specific purposes of
field deployments.

Ground-based WVRLs have been successfully applied for studies of mesoscale processes such as long-term
WV evolution [Turner and Goldsmith, 1999], fronts [Melfi et al., 1989; Demoz et al., 2005], the dry line
[Demoz et al., 2006], stratospheric intrusion events [Di Girolamo et al., 2009a], and hurricanes [Whiteman
et al., 2001]. Due to advances in daylight background suppression, Wulfmeyer et al. [2010] and Turner et al.
[2014a, 2014b] showed that high-power Raman lidar can even be applied for monitoring profiles of turbulent
moments up to the third order in the daytime convective atmospheric boundary layer (CBL). Additionally, the
combined use of the WVRL and TRRL techniques has been exploited to perform measurements of relative
humidity [Mattis et al., 2002; Di Girolamo et al., 2009b; Hammann et al., 2015], e.g., for the characterization
of cloud condensation levels in the CBL and cirrus cloud microphysical properties.

Different lidar techniques can also be applied for temperature measurements in the lower troposphere
[Behrendt, 2005]. The technique of choice is now the TRRL [Radlach et al., 2008]. TRRL does not show systematic
errors even inside optically thin clouds [Behrendt and Reichardt, 2000]. Alternative approaches like the
high-spectral resolution lidar (HSRL) [Hua et al., 2005] or the DIAL technique [Theopold and Bösenberg,
1993; Wulfmeyer and Bösenberg, 1998; Bösenberg, 1998] produced too large systematic errors (several
degrees) in the presence of aerosol layers and thin clouds.

Similar to WVRL, TRRL also performs better at night. A 3-D scanning, combined WVRL and TRRL system, has
been realized at the Institute of Physics and Meteorology (IPM) of the University of Hohenheim (UHOH) in
Stuttgart, Germany. Other Raman lidar systems include not only WVRL but also TRRL capabilities as well [Di
Girolamo et al., 2009a; Newsom et al., 2013]. Like WVRL, the TRRL performance, too, can be scaled with the
laser power and receiver size. With narrowband filters and UV primary wavelengths, the measurements have
been extended to daytime [Behrendt et al., 2002, 2004; Di Girolamo et al., 2004a, 2009a; Arshinov et al., 2005;
Radlach et al., 2008; Hammann et al., 2015]. Recently it has been shown that even noontime CBL turbulence
studies are possible with the IPM TRRL [Behrendt et al., 2015]. Furthermore, scanning ground-based operation
has been applied to observe the 3-D structure of T and its gradient at the CBL top [Radlach et al., 2008].
Simulations show that not only future airborne [Behrendt et al., 2004] but also spaceborne TRRLs are feasible
[Di Girolamo et al., 2006].

WVDIAL sets very high demands with respect to the properties of the laser transmitter. If these challenges
are overcome, WVDIAL measurements can be performed with very high temporal and spatial resolution.
This potential has been demonstrated for ground-based vertically pointing systems at the Max Planck
Institute for Meteorology in Hamburg, Germany [Wulfmeyer, 1998; Wulfmeyer and Bösenberg, 1998; Ertel
et al., 2005], the Karlsruhe Institute of Technology (KIT) in Garmisch-Partenkirchen, Germany [Vogelmann
and Trickl, 2008], the University of Montana and the National Center for Atmospheric Research (NCAR) in
Boulder, USA [Repasky et al., 2013; Spuler et al., 2015], and at IPM in Stuttgart, Germany [Wagner et al., 2011,
2013a]. The IPM developed the first WVDIAL with 3-D scanning capability [Behrendt et al., 2009; Späth et al.,
2014] so that measurements can be started close to the surface. Using the DIAL technique, WV profiles can
be derived that do not require a calibration of the received signals [Ismail and Browell, 1989; Bösenberg,
1998]. This makes DIAL currently the most accurate WV remote sensing technique. This has been confirmed
by various comparisons with other sensors [Wulfmeyer and Bösenberg, 1998], particularly during the ARM
Water Vapor Intensive Observation Periods (IOPs) [Browell et al., 1996; Revercomb et al., 2003; Ferrare et al.,
2004], IHOP_2002 [Whiteman et al., 2006a, 2006b; Behrendt et al., 2007a, 2007b], COPS [Bhawar et al., 2011],
and during recent dedicated intercomparison campaigns [Wulfmeyer et al., 2014a; Späth et al., 2014]. Also,
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for validation of other sensors, WVDIAL and calibrated WVRL systems have been applied [Revercomb et al.,
2003; Ferrare et al., 2004]. A comparison between spaceborne passive remote sensing and DIAL is presented
in Wulfmeyer et al. [2005] and Masiello et al. [2013].

Well-designed WVRL and WVDIAL systems were acknowledged by WMO as reference standards for WV
measurements in the atmosphere with an accuracy of< 5% throughout the troposphere. For instance, these
systems were proposed as component of level-1 water vapor reference stations within the GCOS Reference
Upper Air Network (GRUAN) [Thorne et al., 2013]. The final limitation of the accuracy of WVDIAL for climato-
logical measurements is the knowledge of spectroscopic parameters, which can be improved by more
accurate laboratory measurements. It has been demonstrated that WVDIAL provides the best combination
of resolution and accuracy for daytime WV profiling [Wulfmeyer, 1999a].

Ground-based and airborne WVDIAL systems have been applied for studies of ABL heterogeneity [Kiemle
et al., 1995], for deriving turbulence statistics and latent heat fluxes [Senff et al., 1994; Kiemle et al., 1997;
Wulfmeyer, 1999a; Giez et al., 1999; Linné et al., 2007; Wulfmeyer et al., 2014a; Turner et al., 2014b; Muppa
et al., 2015] and comparisons of turbulence statistics with large-eddy simulations (LES) [Wulfmeyer, 1999b].
Studies of the mesoscale WV field [Ferrare et al., 2004; Wakimoto et al., 2006] and of tropospheric-
stratospheric exchange were also possible [Ehret et al., 1999; Flentje et al., 2005]. As DIAL and Raman lidar sys-
tems are becoming operational, they can be applied for model evaluation [Hennemuth et al., 2008; Milovac
et al., 2014]. Recent advances include the first scanning operation of DIAL for studying land surface exchange
and lower tropospheric transport processes [Behrendt et al., 2009; Späth et al., 2014]. Furthermore, DIAL
systems have been used for studying CI and the preconvective environment in complex terrain [Wulfmeyer
et al., 2011; Behrendt et al., 2011; Corsmeier et al., 2011].

It should be pointed out that current TD profilers based on lidar techniques can still be improved with respect
to accuracy and resolution. This is possible by increasing the transmitter power (typically to the eye-safety
limit) and receiver efficiency and by optimizing the laser transmitter properties, e.g., with respect to its
spectral properties. The derivation of TD profiles can be adapted to user needs by trading off the vertical
and temporal resolution. These dependencies are very well understood and derived for TRRL in Behrendt
[2005], for WVRL in Whiteman [2003a, 2003b], and for WVDIAL in Wulfmeyer and Walther [2001a, 2001b].

For routine TD profiling it is necessary that lidar systems can also be operated on shipborne platforms
or buoys. In principle, shipborne operation is possible as demonstrated in Bluestein et al. [2001]. Routine
operation in networks, e.g., using WVDIAL, requires a more compact and reliable design. A system based
on diode laser technology was recently presented in Spuler et al. [2015]. The corresponding lidar methodology
is presented in section 5.2.3.

Due to these technological challenges, only recently have lidar networks for observing atmospheric profiles
been developed and placed into operation. The most important examples are the ARM network, the
NASA Micro Pulse Lidar Network (mplnet.gsfc.nasa.gov), the European Aerosol Research Lidar Network
(EARLINET, www.earlinet.org), and the Network for the Detection of Atmospheric Composition Change
(NDACC, www.ndsc.ncep.noaa.gov). The locations of the sites are shown in Figure 5. These networks are
measuring different variables. The simplest application is the observation of lidar backscatter profiles, which
contain information about aerosol layers, the ABL depth, and clouds. Only a part of these networks are
measuring WV profiles such as some NDACC and EARLINET stations, mainly using WVRL and one WVDIAL.
However, most of them are focusing on measurements starting in the middle troposphere so that surface
and ABL processes are hardly observed.

4. Key Applications and Requirements of Water Vapor and Temperature Profilers

The specifications for observing systems to fulfill the desired measurement quality depend strongly on the user
demands. For instance, WV profiling for climate research requires moderate temporal and spatial resolution but
must have small biases that are independent of the day or night conditions. This accuracy requirement must be
stable over decade length scales to successfully be used for trend analyses. For weather research, Weckwerth
et al. [1999] and Wulfmeyer et al. [2003] stated that ground-based networks are required to measure
inhomogeneities of the 3-D temperature and water vapor field within 10min, a vertical resolution of a
few hundreds of meters, and a horizontal resolution of a few kilometers. The RMS error should be 0.5 K
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or < 5%, respectively. Since these first general assessments of WV measurements, it is necessary to
revise those estimates because significant progress has been made in observations, mesoscale modeling
even down to the grey zone, and process understanding. Furthermore, it must be considered that
the demands of the weather and climate communities are approaching each other more and more
due to their capabilities to include similar complexities in model physics and to simulate processes on
similar scales.

The specific demands of the end users should also be taken into account. Mainly three aspects are considered
important: The performance of the thermodynamic profiler should exceed (a) the capabilities of existing
instrumentation with respect to routine operation and calibration, (b) the temporal and spatial resolution
of the currently available TD observations, and (c) our existing capability of representing the 3-D distribution
of WV and T fields in all climate regions. In order to study point (c), results of present weather forecast
and regional climate models can be applied as well, which, however, should be carefully interpreted as they
are limited by their current resolution and performance.

The following overarching applications have been identified and are discussed in order of increasing user
demand: (1) monitoring, (2) verification and calibration, (3) data assimilation (DA), and (4) process studies.

For topics 1–4 the following stringent profiling requirements are identified and discussed:

1. The accuracy of the measurements according to well-defined temporal and vertical resolutions (see
Appendix A for an overview of definitions of errors and their estimation). We define accuracy here
according to the International Organization for Standardization (ISO) 5725 standard as the combination
of the bias (systematic error or trueness) and the noise error (precision). When accuracy is estimated by a
least square algorithm, it corresponds to the RMS error. The bias refers to the closeness of the mean of
the measurement to the true value. This systematic deviation cannot be removed by averaging. The
bias can be estimated either theoretically or by intercomparisons. If a theoretical analysis is possible,
e.g., by end-to-end performance models, an expected bias range for the instrument can be specified.
However, usually it is not possible to determine whether the bias is positive or negative. If the bias is
determined by comparisons, the existence of a reference standard is assumed. The bias of a single
TD profile can be determined, if the noise errors are negligible. However, usually a bias statistics is
derived by a large set of comparisons under different meteorological conditions. The noise error is
given by the shape of the probability density function (PDF) of the measurement. The methodologies
for deriving this error characteristic depend on the remote sensing technique, namely, passive or active.
In contrast to the bias, the noise error can be reduced by improving the SNR of the measurement.
Similar to the bias, the noise error can be determined for a single profile either theoretically by noise
error propagation using the measurement methodology or by the characterization of the retrievals
or the derivations. Alternatively, a large set of comparisons with a reference standard can be produced
assuming that the RMS error of the reference is negligible. This demonstrates the importance of
the development of reference standards for TD profiling. For retrieval and derivation characterizations
and DA applications, the noise error covariance matrix must be specified.

2. The range resolution. This is defined as the distance between statistically independent range bins in the
derivation or the retrieval of TD profiles. In active remote sensing, the range resolution is determined
by range averaging of the return signals with the constraint of the range weighting functions given by
the pulse duration of the transmitter or the resolution of the digitizer whatever is coarser. In passive
remote sensing, it is constrained by the width of weighting functions in the RTE.

3. The minimum and maximum range of the measurements. The minimum range is usually limited by the
setup of the receiver optics and scanning capabilities. In the case of active remote sensing, the overlap
function between the transmitter and the receiver is critical and the maximum range is limited by signal
statistics. In the case of passive remote sensing, the minimum range is right at the instrument and
maximum range is achieved when the width of the averaging kernels is degrading to several kilometers
or the information content in the observations drops close to zero.

4. Coverage and density. The domain and mean distance of the sensors of a potential network of profilers.
5. Operation under specific weather conditions. What are the most important weather conditions where the

respective thermodynamic profiling can be performed? This includes a discussion whether it would be
more critical to make observations during rain or during the preconvective environment.
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6. The climate regions where the measurement can be performed maintaining the specifications above. In many
applications, measurements in all climate regions of the Earth are not necessary; however, critical regions
can be identified.

4.1. Monitoring
4.1.1. Importance and Applications
Monitoring is the continuous observation of a variable of the Earth system. The requirements are strongly
dependent on the user demands and the application but there is usually no limit of operation time;
the data set should be collected as long as possible. The goal of monitoring is the derivation of climato-
logies of specific variables with suitable resolution and accuracy with respect to the application. This
is getting more and more attention in the era of anthropogenic climate change and is important in all
climate regions.

Monitoring does not necessarily imply a high temporal and/or spatial resolution. In many cases, an observation
twice a day or even once a daymay be sufficient. A key aspect is the reproducibility of themeasurement and the
maintenance of the performance characteristics of the remote sensing system. Generally, a minimization and
characterization of systematic errors is of major concern.

Common examples are the global radiosonde network or the surface networks of the meteorological
services. Here simultaneous measurements are performed for deriving statistics, gridding of the data for
model comparisons and for consistent DA. However, as demonstrated in section 3, the spatial density of
these measurements is far from being sufficient for deriving climate trends on the mesoscale.
4.1.2. Requirements Set to Observing Systems
Taking into account the analyses performed in sections 2 and 3, new tools for monitoring of TD profiles
should exceed current capabilities of observing systems and support the current generation of model
systems. The requirements include a specific accuracy at a well-defined temporal and vertical resolution.
The minimum and maximum range of the measurements needs to be given where the temporal and spatial
requirements are maintained. Furthermore, the climate region, where the measurements are performed,
needs to be specified.

With respect to the temporal resolution, the profiles should be able to resolve the diurnal cycles of WV and T.
Observations are important in daytime in the convective mixed layer and at night in the stable ABL.
This requires a temporal resolution of ≤ 1 h. Important is the resolution of the water vapor profile throughout
the ABL up to the lower troposphere. Gradients close to the surface and at the ABL top should be
monitored. This requires a vertical resolution of a few 10m close to the surface, 100–300m in the convective
mixed layer, and 10–100m in the interfacial layer. At these resolutions, the systematic error (bias) in the WV
profiles should be < 5% because this corresponds to or exceeds the performance of other observing
systems [Ohring et al., 2005]. A lower bias down to 2% would be even more useful because the WV profiler
could be used as reference standard. In fact, if a provider of a TD profiler can claim a systematic error
clearly below 5%, users could eliminate bias corrections, a process that is known to be both challenging
and time consuming.

At the specified vertical and temporal resolution, the WV noise error should be< 10%, because this should
still allow the user to derive daily diurnal cycles. Furthermore, for deriving statistics on different scales
(monthly, seasonal, etc.), the resulting WV distribution functions will hardly be influenced by these noise
error characteristics.

In the case of T profiling, the bias should be < 0.5 K and the noise error < 1 K for detecting regional climate
trends and resolving weather processes such as CI. A bias of 0.2 K would be even better for reducing the
averaging time for detecting temperature trends. The same vertical resolution as for WV should be maintained
so that temperature gradients can be detected.

The coverage and spatial resolution depend strongly on the user demands. However, recent progress
in process understanding such as LSA interaction and convection initiation should be considered.
Representative observations seem only to be possible if the density of the profiles covers the meso-beta
to the meso-gamma scale in order to capture the high variability of WV and T. We suggest focusing on
orographic terrain, terrain with strong land surface heterogeneity (land-sea contrast, vegetation boundaries,
etc.), terrain with high precipitation amounts, urban areas, and megacities.
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Concerning the weather conditions where the profiling should be performed, an all-weather observing
system is usually requested. This capability would avoid sampling errors in climatologies with respect to
certain weather conditions. If this is not possible, the preconvective environment including ABL measurements
would be very beneficial because this sets the environment for CI. In principle, also measurements are
requested in and above ABL clouds, which are often limiting the measurement range for ground-based IR
passive remote sensors and lidar systems.

4.2. Verification and Calibration
4.2.1. Importance
Verification and monitoring may appear similar, but in practice, there are significant differences in detail.
Monitoring requires continuous long-term measurements for deriving climatologies. The analysis of these
climatologies is generally model independent and may lead to improved process understanding of the
Earth’s water and energy cycles.

In contrast, verification is the process of assessing the quality of amodel simulation. Model simulations may be
weather forecasts, a prediction of the future state of climate, reanalyses, and hindcasts of weather and
climate using different model configurations. For instance, regional climate models are usually verified by
downscaling experiments in the past (e.g., for CORDEX the verification period is 1989–2009) where the
models are driven at the boundaries by GCMs or reanalyses such as ERA-Interim.

Consequently, the verification process depends on the model configuration, the time period, and the
variables of interest. It is obvious that WV and T are the critical variables for verification because they link land
surface exchange and ABL development with the development of clouds and precipitation.

In weather forecasting, verification is routinely performed by meteorological services and it is an extremely
important task. Here the goals of verification include (1) the monitoring of forecast quality—how accurate
are the forecasts and are they improving over time? (2) the improvement of forecast quality—the first step
toward getting better is discovering what is going wrong—and (3) the comparison of the quality of different
forecast systems—to what extent does one forecast system give better forecasts than another, and in what
ways is that system better?

More details are presented on the website of the WWRP Joint Working Group on Forecast Verification
Research (JWGFVR) (www.wmo.int/pages/prog/arep/wwrp/new/Forecast_Verification.html) and in Ebert
et al. [2013]. Verification research is not only dealing with the development and application of present
or new scores. Another important component is the handling and analysis of point and gridded data
sets. This is not a trivial task because data sets suffer from sampling errors, representativeness errors,
systematic errors, and noise errors. The JWGFVR strongly recommends the gridding of observational
data to the resolution of the models in order to reduce sampling and representativeness errors. As
pointed out above, this requires the setup of denser networks of TD profilers in order to reduce these
errors and to provide gridded data sets on the meso-gamma scale for the new generation of weather
and climate models.

The verification of observing systems can be achieved through the comparisons of their calibration and
retrieval methodologies. If theWMO acknowledges that an observing system has a particularly high accuracy,
it is recommended as a WV or T reference standard. The methodology for comparing different kinds of WV
measurement techniques was derived and presented in a variety of publications [Turner et al., 2003;
Ferrare et al., 2004, 2006; Behrendt et al., 2007a, 2007b; Bhawar et al., 2011].
4.2.2. Requirements
Based on the considerations above, verification demands more stringent requirements than monitoring.
Such requirements are driven by the model and instrument developers. Lower tropospheric measurements
are particularly critical for verification, as this allows for studying the skill of the model system simulating land
surface exchange, entrainment, CI, and the development of clouds and precipitation.

With respect to the temporal resolution, important processes such as CI need to be verified in the daytime
and at night. This requires a temporal resolution of ≤ 15min. A similar vertical resolution as for monitoring
is required, e.g., a vertical resolution of a few 10m close to the surface, 100–300m in the convective mixed
layer, and 10–100m in the interfacial layer. Again, the profiles should get as close as possible to the ground
and reach about 3–4 km.
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The systematic error (bias) in the WV profiles should be as low as requested for monitoring in order to avoid
systematic errors in the derivation of skill scores and for instrument intercomparisons and calibration. A
systematic error of < 5% is considered very beneficial, a bias down to 2% would be even more interesting
because then the WV data would become a reference standard. Again, as for monitoring, this low systematic
error is expected to be a very desirable feature for weather forecast centers and space agencies, as bias
corrections can be avoided.

At the specified vertical and temporal resolution, the noise error should be < 5% because this should still be
sufficient to identify atmospheric processes such as the development of convergence lines, CI, and land
surface heterogeneity. This results in an overall accuracy requirement of better than 10%. Again, for deriving
verification statistics on different scales (monthly, seasonal, etc.), the resulting WV distribution functions need
to be nearly independent of noise error characteristics. The requirements for T measurements are a bias of
0.2–0.5 K and a noise error of < 1 K.

An optimal network design should provide the best compromise between current data availability, coverage,
and station density, which is subject of research activities on its own (e.g.,Muller et al. [2013]). As in monitoring,
the data used for verification should be representative for the grid cells of the model so that the density of the
profilers should reach themeso-beta to themeso-gamma scale. Again, a reasonable start would be the setup of
networks in target regions such as domains with strong surface heterogeneity and strong precipitation, as well
as urban areas includingmegacities. Networks with similar density should bemade available in different climate
regions in order to compare model performance. A different network design may be set up for calibration. In
this case, the coverage should comply with the observation capabilities of the sensors to be calibrated.
For instance, for polar orbiting satellites, ground-based WV and T profilers may be set up in such a way
that measurements are collected during certain local times corresponding with the overpasses of the
Sun-synchronous satellites.

Verification and calibration is important during all weather conditions. A usual first step is the determination
of scores averaged over all weather conditions. However, it is also common to separate verification scores with
respect to forcing conditions. It is reasonable to distinguish between forced/frontal situations, forced/nonfrontal
conditions, and local forcing. Details are discussed in Wulfmeyer et al. [2011]. The performance of models
generally depends on the interaction of forcing conditions because different processes at different resolutions
are involved, which are simulated with different skills.

The preconvective environment during these forcing conditions is therefore critical. Observations within
clouds and rain are also beneficial, however, they may be covered by cloud and precipitation radars in
combinationwith T profile information (RH=100%). There is general agreement thatmodels and newobservation
systems must be capable of simulating TD fields in clear air before and while clouds are developing.
Measurements before and during CI are very important. If the models and observation systems fail already
during this period, precipitation forecasts will also fail. Consequently, measurements in the lower troposphere
during the preconvective environment will be extremely valuable for model verification and calibration. Model
verification and calibration are interesting in all climate regions of the Earth over land and the oceans.

4.3. Data Assimilation
4.3.1. Importance and Methodology
In order to specify the state of the Earth system as accurately as possible, the information content of the
model system and of the observations must be used and merged in a consistent manner. Consequently,
two sources of information must be considered: (a) The a priori state of the system and its PDF with its
temporal development according to the model operator as well as (b) the observations with their PDF and
their error covariance matrices. The merging of their information content is called DA and leads to the
analysis of the initial state of the system. The information content of observations is maintained in the system
by the operation of an analysis cycle or a rapid update cycle (RUC). This cycle consists of a forecast step used to
assess the next expected a priori state of the system. It follows the analysis step, in which the forecasted fields
are merged with the observations. By means of the RUC, the information content of the observations
is spread and distributed in the forecast system. As pointed out above, it became state of the art to
perform ensemble forecasts on nearly all time scales from nowcasting to themedium range. A corresponding
ensemble prediction system will also be capable of merging the ensemble forecast with observations
resulting in an improvement of probabilistic forecasts.
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DA is not only essential for weather forecasting but it is a key methodology in Earth system sciences. DA can
also be applied for the initialization of seasonal prediction and climate models depending on the temporal
range of the simulations. Particularly, it is expected that DA of land surface and oceanic data will lead to
advanced probabilistic predictive skill on decadal time scales. Another essential application is the consistent
and continuous DA of observing systems in a frozen model system from the past to today. This reanalysis—
such as ERA-40 and ERA-Interim—can be considered the best estimate of water and energy cycles and other
climate statistics (see sections 2.2 and 2.5). Further applications include parameter estimations in land
surface-vegetation models, OSSEs, Observing System Experiments (OSEs), uncertainty studies of model
systems, and predictability studies.

As far as TD profilers are concerned, they play an essential role in nearly all of these applications. Their
assimilation is requested for weather forecasting from nowcasting to the medium range. WV and T profiles
are also essential for regional reanalyses, which are currently in preparation within European projects. For
all these applications, WV and T DA with advanced observing systems will lead to better forecast skill and
advanced understanding of regional water and energy cycles as well as the predictability of atmospheric
processes such as precipitation by probabilistic QPF. Particularly, it can be expected that joint DA of clear
air TD fields and radar observations in the preconvective environment as well as in and around convective
systems will lead to a reduction of the model imbalance at initial time increasing the impact of radar data
[e.g., Kawabata et al., 2011; Bluestein et al., 2014].

Nearly all current DA methodologies rely on Gaussian error distributions of the model and the observations
and employ two approaches: variational (VAR) analysis and extended Kalman filter (EKF). It can be shown that
these methodologies are related to each other under certain conditions but this is beyond the scope of this
review. Here it is sufficient to study the most important properties of these solutions. We distinguish between
the optimal least squares estimator or variational (VAR) analysis and the ensemble-based DA. The variational
analysis can be implemented in various ways such as the “Best Linear Unbiased Estimator (BLUE)” algorithm,
the 3-D, or the 4-D variational (3-DVAR or 4-DVAR) techniques. The variational technique is in principle a
computationally affordable approximation of the BLUE algorithm. Variational techniques need an estimation
of model and observation errors and their correlation. These are called the model error background matrix B
and the observation error covariance matrix R, respectively.

The other technique is the EKF. It requires an analysis of the Kalman gain matrix and of the error covariance
matrices B and R. It can be shown that the solution of the EKF is extraorbitant for our system of interest so that
an approximationmust be developed. This is the ensemble Kalman filter (EnKF), which approximates the EKF by
an ensemble of forecasts and leads to the current generation of ensemble-based DA techniques. An advantage
of the EnKF over variational techniques is that it provides not only an analysis of the present state with an error
estimate but also a flow-dependent update of the Bmatrix. However, it should also be mentioned that similar
results can be achieved with an ensemble of variational analyses (En3-DVAR or En4-DVAR). In any case, an
update of B in each analysis step is considered very important due to the chaotic nature of the Earth’s weather
and climate system. Both 3-DVAR and EnKF are intermittent DA techniques where the observations are assimi-
lated at well-defined analysis times. Typically, a RUC of 1–3h is applied on themesoscale but in connectionwith
radar DA even higher update rates have been proposed up to 5min [Sun, 2005; Stensrud et al., 2009].

In contrast, 4-DVAR, which continuously assimilates observations during a DA window, is a smoother. This is an
advantage for assimilating data with high temporal resolution such as lidar and radar. Furthermore, model spin
up or inconsistencies at initial time are reduced, which is important for improving forecast skills from nowcast-
ing to the short range [Kawabata et al., 2014a]. However, on the convection-permitting scale, 4-DVAR becomes
computationally demanding. Nevertheless, at nearly all major weather forecasting centers, both the variational
and ensemble-based DA techniques are being investigated and even hybrid approaches are under considera-
tion combining their respective advantages [e.g., Barker et al., 2012; Zhang and Zhang, 2012; Clayton et al., 2013].

Both variational and ensemble-based DA systems are capable of handling indirect observations, e.g., from
passive remote sensing systems. This is a huge advantage of both techniques in comparison to traditional
techniques such as nudging. Indirect observations are assimilated by application of a model observation
operator H. This operator is in principle the application of the RTE to the model variables in order to simulate
the observations such as radiances. As many state-of-the-art remote sensing observations of WV and T are
based on indirect or passive remote sensing measurements, this makes the study of H a very important
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research area. Furthermore, this issue makes TD observing systems very interesting, because they provide
direct measurements and minimize the development and application of H. This is due to the fact that the
impact of indirect measurements into a DA system is suboptimal due to cross sensitivity to other variables,
unknown cross terms in the error covariance matrixes, and due to the introduction of systematic errors.

For characterizing the DA process, the error covariance matrix of the analysis A is very important. It reads

A ≅ B�1 � HTR�1H
� ��1

for 3-DVAR;

A ≅ B�1 �MHTR�1HM
� ��1

for 4-DVAR; and

A ≅ BHT HBHT þ R
� ��1

for EnKF;

(5)

where M is the model forward operator. This substantiates the expectation that the impact of an observing
system to the analysis is particularly strong if Rij≪Bij. An example of a future variational or ensemble-based
3-DVAR model system currently under development at IPM [Schwitalla et al., 2011; Schwitalla and Wulfmeyer,
2014] is presented in Figure 6. It is based on WRF coupled to the NOAH-MP land surface model [Jiménez et al.,
2012; Niu et al., 2012]. This system can be applied for reanalyses, nowcasting to medium-range probabilistic
forecasting as well as OSEs and OSSEs. Except for standard observations of the ECMWF MARS archive, new
observations on the mesoscale can already be assimilated or are in preparation for assimilation. Of great
interest are additional TD observations provided by passive profilers and lidar systems [Wulfmeyer et al.,
2006; Grzeschik et al., 2008] or using GNSS STDs [Zus et al., 2011; Kawabata et al., 2013]. Particularly, it is
expected that the assimilation of TD profiles provided by ground-based networks will reduce the model
imbalance at initial time and lead to improved, seamless forecasts from nowcasting to the medium range.

Whereas WVDIAL, WVRL, and TRRL data can be directly assimilated, passive remote sensing systems still
require the development of suitable model forward operators for the IR and the MWR, which should be
strongly pursued. In principle, a future DA system should be capable of a consistent incorporation of
hydrological variables such as soil moisture and streamflow, from which the latter was realized by
Warrach-Sagi and Wulfmeyer [2010], as well as land surface, vegetation, and atmospheric variables
[Wulfmeyer et al., 2014b, 2014c].

For impact studies, OSEs are using existing WV and T profilers; however, this needs the existence, setup,
and operations of these instruments in the real world. Another way to assess the impact of new observation

Figure 6. Setup and ingredients of an ensemble variational or ensemble-based forecast system using advanced observations.
It is based on the WRF-NOAH-MP model system and currently under development at IPM. Marked in red are the operators
essential for closing the gap between model output and observations as well as for estimation of observational and model
errors. Black observations in the green boxes: Ready and used for assimilation. Blue observations in green boxes: In preparation
for assimilation. AMV: Atmospheric motion vectors.
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systems is the performance of OSSEs. Here the impact of additional observations is compared with respect
to a sophisticated nature run. OSSEs have the advantage of being capable to simulate and to study the
impact of observing system networks that do not exist yet. Initial OSSEs comparing the impact of passive
and active remote sensing systems have been performed by Otkin et al. [2011] and Hartung et al. [2011].
However, these studies did not simulate the full set of observations, which are routinely available such as
radar networks, plus the additional observations of new instruments. This is essential because the impact
of new observations will be artificially increased, if other observations are omitted. Therefore, it is very
important to perform new OSSEs on the mesoscale in order to assess the impact of networks of ground-based
WV and T profilers.
4.3.2. Requirements
The temporal resolution of the observations should correspond to the resolution of the DA RUC. A resolution
of 1 h is the minimum requirement for resolving the diurnal cycle and for reaching the nowcasting range. If
radar data are to be assimilated, which are usually provided with a temporal resolution of 5min, this should
be done with other observations as well. If smoothers such as 4-DVAR or the Kalman smoother are applied,
the temporal resolution should be about 5–10min as well in order to take advantage of the information
content of high-resolution observing systems in the DA windows [e.g., Sun, 2005; Kawabata et al., 2011].
A corresponding resolution is also very interesting for quantitative precipitation estimation, NWP for
nowcasting, and QPF.

The vertical resolution should be similar to the one used in monitoring and verification, because for
DA the fine structure of the lower tropospheric WV and T profiles is critical. Furthermore, the structures from
the ground to the lower troposphere (3–4 km) need to be observed in order to ensure a high impact on the
mesoscale analysis.

The systematic and the noise errors of the WV and T profiles should be considerably lower than the
diagonal terms in the model background error covariance matrix B. Unfortunately, the derivation of this
matrix is quite uncertain and a research area of its own. Nevertheless, the B matrix of mesoscale models
gives fundamental insight on whether a WV or T profile will have a positive impact. It can be expected that
an observing system with a bias of < 5% will be accurate enough to avoid a bias correction. Current
experience from global and mesoscale modeling demonstrates that model errors are about 20% in the
ABL. An example is found in ESA [2001] where the values of the relative errors associated with the model
WV background field at several pressure levels are shown for the models of the Canadian Meteorological
Center (CMC) and the UKMO. From the surface to the lower troposphere, the errors increase from 20%
to 30%. Recent results of the determination of the B matrix using mesoscale models point at humidity
background errors of ≈ 1 g kg�1 in the ABL [e.g., Brosseau et al., 2011], which corresponds to 5–10%
during most meteorological conditions. The temperature background errors are estimated to be < 1 K.
Correspondingly, the noise error should be < 10% or < 1 K to ensure a significant impact of the observations.
DA requires not only the specification of noise errors but also of the noise error covariance matrix R. Therefore,
the observation system must be capable of providing the R matrix for the measurement configuration
and all weather conditions. During events with strong nonlinearity of the involved processes such as
cloud development and precipitation, the determination of the R and B matrices is still subject for research
[e.g., Montmerle, 2012].

A high density and large coverage of the profilers is essential to ensure that under all upstream conditions,
the information content of the WV and T profilers is ingested downstream in the model domain. The
coverage, density, and location of the network for ensuring improvement of forecast skills are important
areas of OSEs and OSSEs which unfortunately are lacking on the mesoscale yet. With respect to weather
conditions, observations in the preconvective environment are essential. A particular high impact is
expected, if the TD profilers are applied in synergy with radar networks as shown in Kawabata et al.
[2011, 2014b] and Schwitalla and Wulfmeyer [2014]. This is due to the fact that strong model imbalances
with respect to the TD field are incorporated if just single-radar observations are assimilated. Thus, the
point is not the operation of WV and Tmeasurements under “all weather conditions” but their synergetic,
well-designed operation in combination with other observing systems. In any case for DA, a positive
impact of a TD profiler network is expected in all climate regions. Particularly critical are regions with
high-impact precipitation events such as the midlatitudes, the subtropics, and tropics, especially the
monsoon regions.
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4.4. Process Studies
4.4.1. Most Important Applications
As pointed out in section 2, WV and T distributions are the results of a large number of interwoven processes
in the Earth system. The understanding of the mesoscale water cycle including all its phases and forecasts of
extreme events are two of the most important topics.

This interaction is dependent on the forcing conditions, which has been discussed for the midlatitudes in
connection with CI in Wulfmeyer et al. [2011] and for the tropics in Stevens [2005]. For CI, large-scale lifting
is essential, which can be caused by forced-frontal situations, weakly forced conditions (e.g., no surface front
but upper level instability) or by local forcing, e.g., due to orographic flow. Upper level instabilities are due to
potential vorticity advection, e.g., related to troughs and Rossby waves. The relative strength and interaction
of these forcing mechanisms result in the development of cloud and precipitation systems. High-resolution
WV and T measurements are able to identify these instabilities and the corresponding forcing conditions.

Particularly critical are WV transport and exchange processes in the ABL, which are indicated in Figure 2.
Heterogeneity of the soil and the land cover as well as the orography cause a spatial modulation of the
surface energy balance. This results in a spatial variability of the ABL depth and complex mesoscale flow
pattern. These structures determine and modulate the development, shape, and strength of convergence
zones that lead to the development and organization of clouds and precipitation. All these processes are
imbedded in and controlled by the large-scale environment.

Critical gaps in process understanding mainly exist at interfaces where the exchange of water is important.
This includes the land surface including the land cover, the interfacial layer at the top of the ABL, and cloud
and precipitation microphysics, the latter requiring measurements of relative humidity. Various international
projects are currently investigating the surface flux heterogeneity over the vegetated land surface and
its feedback to ABL structure and entrainment [Santanello et al., 2009, 2011; Holtslag et al., 2013]. A correct
simulation of weather conditions and climate statistics requires a realistic modeling of the interaction of
the large-scale and small-scale processes explained above. This is only possible with very dense networks
or high-resolution 3-D scanning sensors.
4.4.2. Requirements
For process studies, the requirements depend strongly on the application but are generally stringent because of
the importance of turbulence and the variability of water vapor transport processes on the meso-gamma scale.
For instance, for water vapor fluxmeasurements in the convective ABL, temporal and vertical resolutions of about
1–10 s and 60m are required, respectively [Senff et al., 1994;Wulfmeyer, 1999a, 1999b]. The temporal and spatial
resolution must be even higher in the surface and the interfacial layers. Daytime turbulence resolution has
been achieved with WVDIAL [Muppa et al., 2015], WVRL [Wulfmeyer et al., 2010; Turner et al., 2014a, 2014b],
and recently with TRRL [Hammann et al., 2015; Behrendt et al., 2015]. Daytime scanning applications, e.g.,
for 3-D studies of CI, need even higher resolution and large range [Wulfmeyer and Walther, 2001a, 2001b].
Currently, these requirements can only be met by research, ground-based TD remote sensing systems such
as high-power WVDIAL [Behrendt et al., 2009; Wagner et al., 2013a; Späth et al., 2014].

4.5. Summary

In this section, an overview of future applications of WV and T profilers was presented. Four fields were
identified as most important applications: (1) monitoring, (2) verification and calibration, (3) data assimilation
(DA), and (4) process studies.

For each topic, the use of profilers was explained and discussed in detail. Corresponding requirements were
derived. The results are summarized in Table 1. Table 1 demonstrates that the requirements are similar for
various applications. The vertical resolution should be sufficient for resolving temperature and moisture
gradients in the lower troposphere (10–100m). The bias should be 2–5% (0.2–0.5 K) and the noise errors
< 10% (<1 K) in a single vertical range bin. For monitoring and DA, it is essential that this low bias is
maintained over a long time. The main differences are in the temporal resolutions. The highest temporal
resolution of 1–60 s is required from process studies where 3-D structures and/or turbulent fluxes have to
be resolved. For DA applications, modern NWP systems are reaching the nowcasting range where update
cycles of 5–10min are envisioned. These require also a fast processing of the TD retrievals or derivations with
a very short latency of the data. The networks should be operated on the meso-beta to the meso-gamma
scales in all climate regions over land and over the oceans.

Reviews of Geophysics 10.1002/2014RG000476

WULFMEYER ET AL. REMOTE SENSING OF THERMODYNAMIC PROFILES 27



5. Remote Sensing Methodology

Active and passive remote sensing systems are based on various physical principles, which need to be consid-
ered in a comparison of their performance and limitations. Passive remote sensing exploits the interaction of
optical, IR, and MW radiation with matter. Active remote sensing analyzes the interaction of transmitted elec-
tromagnetic waves with matter from the ultraviolet (UV) to the MW. The matter to be considered can be the
land surface consisting of the soil and the canopy layers as well as the constituents of the atmosphere, which
consists of molecules, aerosol particles, and hydrometeors. In dependence of frequency, this requires the
understanding and simulation of scattering processes, extinction due to scattering and absorption, nonlinear
scattering for Raman lidar, and the propagation, bending, and delay of radiation in an inhomogeneous
medium for GNSS – all of which are wavelength dependent. Thus, remote sensing is a research field, which com-
bines our knowledge and creativity in the use of laws of classical physics, thermodynamics, electromagnetism,
and quantum mechanics including nonlinear phenomena such as Raman scattering.

Figure 7 depicts an overview of the most important remote sensing methodologies and geometries. The left
ground-based system indicates a lidar system using the inelastic Raman scattering effect for WV and T
measurements. In the scattering volume, a photon is absorbed by a molecule, e.g., water vapor, oxygen,
or nitrogen, which is immediately excited to an upper vibrational and another rotational level. The wavelength
of the scattered radiation is shifted to the red and the blue (depending of the population of the ground state)
due to the energy gap between the initial and the final energy level after the transition. The frequency of the
backscattered radiation is characteristic for the scatterer and measured in dependence of traveling time so
that a range-resolved measurement is possible.

Themiddle ground-based system shows a DIAL using the absorption ofWV for range-resolved absolute humidity
measurements. The absorbed photon is lost and extracted from the incident electromagnetic field of the laser. Due
to the high pressure of the environment, this energy is immediately transferred to the environment by collision
with the surroundingmolecules. Therefore, the lifetime of the upper level is determined by the collision process so
that the fluorescence is quenched. The ratio of an unabsorbed and an absorbed signal, respectively, corresponds to
a direct measurement of the atmospheric transmission of WV based on Beer’s law, which can be uniquely
inverted for deriving absolute humidity. Also here a range-resolved measurement can be performed.

The ground-based system on the right presents an IR spectrometer or anMWRmeasuring the thermal emission
of the atmosphere along the line of sight. The collected atmospheric radiation is measured from all heights at
the same time so that range information is not initially available. However, the spectrum contains information
concerning T and trace gases such as WV at different frequencies simultaneously, which can be used for the
retrieval of profiles.

The satellite system on the right shows the STD raypath of a GNSS. Both the phase delay and the bending of
the beam are indicated and contain information concerning atmospheric temperature and humidity. As in

Table 1. Requirements for TD Profilers, Which Are Useful for Monitoring, Verification, DA, and Process Studies (Compiled FromWeckwerth et al. [1999],Wulfmeyer et al.
[2003], ESA [2001, 2004], and WMO [2004, 2005])

Parameter Monitoring Verification Data Assimilation Process Studies

Vertical resolution in ABL (m)
Surface layer 10–30 10–30 10–30 10
Mixed layer 100–300 100–300 100–300 10–100
Interfacial layer 10–100 10–100 100 10–100
Lower free troposphere 300–500 300–500 300–500 100

Time resolution (min) <60 <15 5–15 1/60 to 1
WV noise error (%) <10 <5 <10 + noise error covariance matrix <10
WV bias (%)a 2–5 2–5 <5 <5
T noise error (K)a 1 1 1 0.5
T bias (K) 0.2–0.5 0.2–0.5 0.2–0.5 0.2–0.5
Latency (min) — — 1 for nowcasting —

Minutes to 1 h for short-range weather forecasting
Horizontal resolution of network Mesoscale Meso-beta to

meso-gamma scale
Meso-beta to meso-gamma scale Turbulence to

meso-gamma scale
Coverage All climate regions

aMust be time independent.
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passive remote sensing, the transmitted signal contains integrated but not range-resolved information. This
bending can be detected between different satellites leading to the ROmethod or by ground-based receivers
for measuring STD and ZTD, which are indicated here.

5.1. Passive Remote Sensing, Current Performance, and Future Potential

Commonly used passive remote sensing systems are based on radiometers detecting the radiation of theMWand
IR absorption lines produced by the electromagnetic field interactions of atmospheric molecules such as oxygen,
WV, carbon dioxide, and nitrous oxide. Their absorption/emission properties are used to infer WV and T profiles,
as well as liquid and ice cloud properties. An example is depicted in Figure 7 showing on the right a ground-
based passive remote sensing system with the brown cone of atmospheric emission reaching the receiver.

The basic RTE can be derived either for the geometry and configuration of a spaceborne or a ground-based
passive remote sensing system. Contrary to the ground-based passive sounding of the atmosphere at MW
and IR wavelengths, which is done against the cold space background, the passive sounding from satellites
has to cope with a warm background, due to the thermal emission of the Earth’s surface. The sounding of
WV in the lower troposphere needs a contrast between surface and atmospheric emissions to enable the

Figure 7. Passive and active remote sensing methodologies. Left ground-based system: Lidar system using the inelastic
Raman scattering effect for water vapor and temperature measurements. In the scattering volume, a photon is absorbed
by a molecule, e.g., water vapor, oxygen, or nitrogen, which is excited to an upper vibronic or rotational level. The
wavelength of the scattered radiation is shifted to the red due to the energy gap between the initial and the final energy
level after the transition. The backscattered radiation is measured in dependence of traveling time so that a range-resolved
measurement is possible. Middle ground-based system: Differential absorption lidar using the absorption of water vapor
for range-resolved absolute humidity measurements. The absorbed photon is lost and extracted from the incident radiation
field of the laser. This energy is transferred to the environment by collision with the surrounding molecules. Also here a
range-resolved measurement can be performed. Right ground-based system: IR spectrometer or MWR measuring the
thermal emission of the atmosphere along the line of sight. The collected atmospheric radiation is measured simultaneously
from all heights so that range information is not initially available and can only be determined by the difference signal
strengths at different wavelengths that span a range of optical depths. Right satellite system: GNSS using the STD raypath. The
phase delay and the bending of the beam are both indicated and contain information concerning atmospheric temperature
and humidity. As in passive remote sensing, the transmitted signal contains integrated but not range-resolved information.
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measurement of atmospheric constituents, which poses a general limitation to WV retrievals from space in
the thermal IR. Under conditions where an atmospheric mean layer temperature is equal to the brightness
temperature of the surface, any WV in that atmospheric layer will not be measurable from space. This is
frequently the case for the ABL in the IR, where the surface emissivity is close to unity. The situation looks
better in the MW region, where the surface emissivity is usually far from unity, particularly over oceans,
thus allowing for good thermal contrast between the surface and the atmosphere. Vertical resolution
and accuracy go hand in hand with spectral and radiometric resolution, and progress is being made
to increase both for better ABL soundings. Furthermore, the degrees of freedom for signal in a passive
sounding depend strongly on the prior knowledge that is used to constrain the retrieval of T and WV
profiles. Due to these current limitations of spaceborne passive remote sensing, we are mainly focusing
on the performance of ground-based systems.

The ground-based sounding principle is based on the fact that channels which are closer to the center of
absorption lines are more opaque and therefore more sensitive to radiation from layers directly above the
instrument, while channels located away from the center of the absorption line are more transparent and
therefore can provide information on the upper atmospheric layers integrated over the viewing path. This
effect results in sharper weighting functions in contrast to spaceborne observations.

Common ground-based MW radiometers use the absorption lines produced by the magnetic field interaction
of the oxygen molecule between 50 and 60GHz and at 118GHz as well as the electric field interaction of the
water molecule at 22.2GHz and 183.3GHz [Askne and Skoog, 1983; Askne and Westwater, 1986]. Ground-based
thermal IR spectrometers, such as the Atmospheric Emitted Radiance Interferometer (AERI) [Knuteson et al.,
2004a, 2004b], are passive radiometers that measure downwelling IR radiation at relatively high spectral
resolution between typically 3 and 18 μm in wavelength. A large number of different molecules have
absorption bands in this spectral region, with the primary molecules being WV, carbon dioxide, ozone,
methane, nitrous oxide, carbon monoxide, and chlorofluorocarbons. While the absorption bands of many
of these gases overlap in the thermal IR portion of the spectrum, thus making the separation of the
contributions of the differing gas concentrations more difficult, careful selection of the spectral regions
used for profiling applications can minimize these challenges.

A ground-based radiometer detects the radiation power at a given frequency per unit area and per unit solid
angle (radiance) coming from atmospheric layers above it. The contribution reaching the Earth’s surface is
expressed by equation (2).

It relates the radiance measured by the radiometer at a given frequency to the atmospheric temperature
once we know the properties of the gas responsible for the absorption. Likewise, if the temperature profile
is known, then the radiance observations can be used to infer the abundance of the atmospheric gases that
are emitting the radiation.

If we define a transmittance

Γν 0; zð Þ ¼ exp �∫
z

0

αν z′ð Þdz′
8<
:

9=
; ¼ exp �τν z; 0ð Þf g (6)

for a vertical pointing system, where z is height above ground level (agl), the term αν(z) exp{�τν(z, 0)} in
equation (2) can be written as ∂Γ/∂z. This last term is sometime called the weighting function and
expresses the contribution from each atmospheric layer to the emitted radiation.

Spectrally resolved, ground-based MW and IR radiometers provide radiance observations from which T and WV
profiles can be derived. With MWRs, T profiles are commonly retrieved from observations of a complex set of
pressured-broadened oxygen absorption lines between 50 and 60GHz, and at 118GHz; the primary assumption
is that the oxygen concentration as a function of height is known and the observed MW radiance in this spectral
region is due only to variations in T as a function of height. Low-resolution WV profiles are commonly retrieved
from observations of theWV resonance line centered at 22.2GHz. These retrievals need either to use an assumed
T profile or to simultaneously retrieve both TD profiles using observations that span both the WV absorption line
and the oxygen absorption band. Recently new ground-based radiometers have been developed that use the
stronger WV line centered at 183.3GHz. Measurements at this frequency can provide improved humidity profiles
in very dry regions such as the Arctic [Cadeddu et al., 2007; Cimini et al., 2009].
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In the IR, the most commonly used spectral regions for T profiling are the 4.3 and 15.0μm carbon dioxide
bands (observations are typically used from 4.1 to 4.6μm, 12.9 to 16.4μm). Recent research efforts have also
used the N2O band near 4.5μm for temperature profiling [Crevoisier et al., 2014]. Similar to retrievals that use
MW observations, the concentration of carbon dioxide or nitrous oxide with height is assumed to be known.
WV retrievals use observations in both the long wavelength side of the 6.3μm ν2 absorption band and
the short wavelength side of the rotational band (observations from 7.4 to 8.0μm and 17.0 to 18.6μm,
respectively) [Smith et al., 1999].

From equations (2) and (6) it can be seen that the information on the vertical profiles of T and WV can be
retrieved from the measured radiance by inverting a Fredholm integral equation of the first kind. The
difficulties associated with the inversion are related to the nonuniqueness of the solution and to the
presence of measurement noise. As pointed out by Rodgers [2000], the problem of finding the exact
solution is replaced by the problem of finding the best estimate of the solution from all possible solutions
of the Fredholm equation. The retrieval stability is usually achieved with the introduction of “a priori”
knowledge of the atmospheric state. This a priori information is used to constrain the possible solutions
toward statistically and physically acceptable solutions. Prior information fed into the retrieval consists
of a mean profile and an associated error covariance matrix [e.g., Löhnert et al., 2009; Turner and Löhnert,
2014], which is a crucial part of the retrieval process.

Usually a variational retrieval based on optimal estimation theory [Rodgers, 2000] is applied starting from a first
guess and prescribing a background to constrain the subsequent iteration. In many instances both in the MW
and IR range, the Levenberg-Marquardt technique is used to control the algorithm convergence. A cost function
is minimized to achieve convergence according to specified criteria. The advantage of using variational retrievals
is that the final retrieval product is accompanied by the computation of a posterior error covariance matrix or an
averaging kernel matrix that provides information howmuch the measurement contributes to the retrieval. This
information can be used, for example, to optimize the viewing/scanning geometry. Variational retrievals have
been used, for example, in Löhnert et al. [2008], Cimini et al. [2010], and Turner and Löhnert [2014].

Based on these considerations, the following expectations with respect to bias and RMS errors can be derived
focusing on variational retrievals. Variational retrieval methods are bias blind due to their design to correct
random errors only, as pointed out by Dee [2005]. The posterior error covariance matrix A resulting from
errors in the background and in the observations also includes errors in the observation operators used in
the retrieval and reads

A ¼ KTR�1K þ B�1
� ��1

(7)

similar to the 3-DVAR analysis of an initial field in NWP DA in equation (5). Obviously, this analysis can be used
to estimate the RMS error of the retrieval. Here B is the covariance of the a priori information, K is a matrix of
weighting functions, and R is the measurement noise covariance. The first-guess profile is used neither in the
computation of the RMS error nor in the posterior covariance.

This approach is valid, if both the first guess database and the observed radiances are bias free. Otherwise,
any biases in the background, the observation, or the observation operator are linearly propagated through
the variational retrieval. Additionally, situation-dependent biases can be introduced:

1. In case of a global background with related global covariance, any regional retrieval distant from the global
mean will be biased toward the global mean. Similarly, seasonally varying biases can be introduced.

2. Observation operators consist of Fréchet derivatives of fast radiative transfer models. These are often
truncated in not fully representing all variability in the radiance field due to precipitation, clouds, or
aerosols. Correspondingly, biases will occur in situations where they are not properly detected.

While biases in the observations are usually well measured and can be corrected, the characterization of biases
due to the background and the observation operators requires more effort. The error covariance matrix should
give reasonable estimates of RMS errors, which, however, may be misinterpreted by undetected biases in the
retrievals. Furthermore, the quality of RMS error determination depends critically on a reasonable choice of the
a priori data set and the estimation of its background errors. Therefore, it is essential to study the combination
of bias and RMS errors by extensive intercomparisons with coincident high-quality atmospheric profiles such
as from radiosondes or accurate active remote sensing systems.
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With respect to the resolution of the
retrievals, the vertical information con-
tent of passive spectral observations
depends strongly on the prior data
set used to constrain the retrieval algo-
rithm as well. Generally, the information
that can be extracted from passive
soundings is increasing with the quality
of the background information. For TD
profiles in clear-sky conditions, the IR
information content is typically 2–3 times
larger than in MW observations [Löhnert
et al., 2009]. This is due to the larger
number of spectral channels, which
cover a larger range of weighting func-
tions in the IR versus the MW. The
Löhnert et al. [2009] result applies for
commonly available instruments like
the Humidity and Temperature PROfiler
(HATPRO) MWR [Rose et al., 2005] and
the AERI [Knuteson et al., 2004b]; how-
ever, changes in the spectral resolution
and number of view angles used in the
retrieval can impact the information
content. Nonetheless, in general, the IR
spectrometer has higher information
content than the MWR because the
former is able to observe hundreds
of absorption lines of varying optical
depths that provides a larger number
of unique weighting functions, which
adds both additional information and

helps the algorithm account for uncorrelated random error. However, the occurrence of clouds limits the
performance of pure IR retrievals andMW soundings becomemore important. Therefore, IR andMW soundings
are often combined in variational retrievals to cope with varying cloudiness and in order to extract and combine
maximum information from both systems.

In the following, we are substantiating the performance of passive remote sensing retrievals by recent
observations and analyses. Figure 8 presents an overview of the widths of weighting functions for a variety
of channels available for IR spectrometers and MWR. Figures 8a and 8b show the width of the weighting
functions in dependence of height for T (Figures 8a and 8c) and WV (Figures 8b and 8d) profiling using
the IR. Figures 8c and 8d present the results for the MW. The vertical resolution of the profiles depends
on the weighting functions that decay with altitude as shown in Figure 8. In spectral channels that have
strong absorption, the weighting function decreases rapidly with height; however, the weighting function
decreases more slowly with height in more transparent channels. Therefore, the resolution is highest near
the surface and in the first few hundreds of meters and rapidly degrades with height. Typical resolution of T
profiles retrieved from a ground-based MWR is a few 100m in the first few hundreds of meters degrading
to approximately 1 km above the first kilometer [Westwater and Strand, 1968; Cadeddu et al., 2002], whereas
WV profiles typically have resolutions of 500m in the boundary layer degrading to 1 km above. Close to
the surface, the vertical resolution of the T profiles retrieved from MWRs can be improved to ≈100m by
scanning low-elevation angles [Kadygrov and Pick, 1998; Crewell and Löhnert, 2007], which adds extra
information to the retrieval (e.g., see the brown lines in Figure 8c).

As the IR spectrometer has much more channels than the MWR and as these channels sample strongly
absorbing lines, there is a much higher number of weighting functions of various strengths (Figures 8a

Figure 8. Weighting functions for typical zenith-pointing (a and b) IR
spectrometers and (c and d) MWRs in dependence of altitude agl. These
weighting functions were computed with radiative transfer models using
the U.S. Standard Atmosphere as input. The IR radiometer has spectral
channels in the 612–713 cm�1 band for T (Figure 8a), and 538–588 cm�1

and 1250–1350 cm�1 bands for WV (Figure 8b). The MWR used channels
from 52–58 GHz for T (Figure 8c), and 22–31GHz and 174–183.3 GHz for
WV (Figure 8d), where channels in the latter band are indicated in green.
MWRs are often scanned in elevation, and observations at the most opaque
temperature channels are added to the zenith observations from all channels
to improve the T retrieval. The brown lines in Figure 8c show the weighting
functions that result when a scan of 15° above the horizon is included.
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and 8b). This greatly improves the vertical resolution of retrieved T and WV profiles using IR observations,
from order of 10–20m and 50–100m for T and WV, respectively, in the lowest few hundreds of meters of
the atmosphere. However, like the MW retrieval, the vertical resolution decreases with height to about
1 km at the ABL top, albeit not quite as fast as the MW retrieval.

Typical temporal resolutions of vertical profiles from MW and IR radiometers are 5min or better, depending
on the frequency of calibration, integration time, and scanning sequence. Attempts to resolve turbulence at
temporal resolutions of ≈10 s have not been successful yet and are likely not possible due to the increase of
the bias and RMS errors [Kalthoff et al., 2013].

Figure 9 shows a comparison of T and WV profiles retrieved from simulated MW and IR measurements.
The simulated measurements were used to illustrate the maximum information content and accuracy
that would result if all spectral channels had been used in the retrieval. This could be done because in
this simulation we have assumed that the spectroscopy in the forward model is perfect and that the
instrument is well calibrated. In this example and the one that follows, both the IR and the MW retrievals
use the framework of Turner and Löhnert [2014], which allows for the same prior information to be used
in both the MW and IR retrieval and thus permits a more equitable comparison to be made. This example
assumes that the MWR made observations in the 22–31 GHz, 51–58 GHz, and 174–183.3 GHz regions—
this is the equivalent to collocating a HATPRO [Rose et al., 2005] and a G-band radiometer [e.g., Cimini
et al., 2009] side by side. The IR instrument made T observations in the 612–713 cm�1 band, and WV
observations in the 538–588 and 1250–1350 cm�1 bands [Feltz et al., 1998]. In this case of simulated
observations, neither the AERI nor the MWR resolve the small elevated inversions aloft (Figure 9a);
however, the AERI is more accurate in the lowest 1 km because of its additional information (Figures 9c
and 9d), as expected from Figure 8, Figures 9a and 9b, by the larger number of weighting functions in this
altitude range.

The distribution of information content as a function of height is illustrated in the profiles of cumulative
degrees of freedom (DFS, Figures 9e and 9f), which shows that the AERI has nearly 5 DFS for T in the lowest

Figure 9. A comparison of MWR-retrieved (green) and AERI-retrieved (red) profiles of (a) T and (b) WV. The MWR and AERI
observations were simulated using a radiative transfer model using the radiosonde-observed profile of temperature and
humidity (blue) as input. The radiosonde observation occurred at 11:30 UTC on 21 September 2007 during the ARMMobile
Facility deployment in the Black Forest in southwest Germany. This example is indicative of the accuracy and information
content of a retrieval, if the instrument is perfectly calibrated and there are no spectroscopic issues with the radiative
transfer model. Both retrievals used the same optimal estimation-based framework as described in Turner and Löhnert
[2014], using a prior data set derived from radiosonde profiles observed at the ARM site for a 9month period. (c, d) The 1σ
uncertainties and (e, f) the cumulative degrees of freedom of signal profiles, which are natural outputs from the optimal
estimation technique, for both retrievals are also shown.
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1 km, while the MWR has only 2 DFS even though additional elevation angles at 10, 20, 30, and 42° are
included in the retrieval. The additional information results in the AERI’s 1 sigma uncertainty being smaller
than the MWRs at all altitudes (Figures 9c and 9d). The AERI also does a better job capturing the structure
of WV in the lowest 1 km (Figure 9b); however, the MWR (using both 22–30 and 174–183GHz channels) does
a better job aloft. This is supported by the AERI having a smaller 1 sigma uncertainty than the MWR in the first
kilometers but they are virtually the same above that (Figure 9d). Furthermore, the DFS profiles (Figures 9e
and 9f) demonstrate that the AERI’s information content for T and WV drops off relatively quickly with height,
with nearly 90% of its total information in the lowest 4 km, whereas the MWR still has a significant amount of
information in its data above 4 km.

However, in reality, there are uncertainties in both the forward model used in the retrieval and in the calibration
of the instrument, and thus not all spectral channels are currently used. Figure 10 shows an example where
real measurements from a MWR and AERI were used to retrieve the TD profiles. The observations were
collected by a colocated HATPRO and AERI instrument that were deployed in the Black Forest region of
southwestern Germany during COPS [Wulfmeyer et al., 2011]. Due to inconsistencies in the calibration,
the only MWR channels used were the 22–31 GHz and 56–58 GHz channels, although elevation data at
10, 20, 30, and 42° elevation from the latter band were included in the retrievals. Similarly, due to spectroscopic
inconsistencies, only the 538–588 cm�1 and the 612–713 cm�1 bands were used from the AERI for the IR
retrievals. Comparing the results from Figures 10, which used real observations, and 9, which used simulated
observations (with similar viewing angles and noise levels), illustrates the impact on both the retrieval accuracy
and information content when spectral channels are removed from the retrieval. The most obvious change is
the decrease in the DFS (Figures 10e and 10f compared to Figures 9e and 9f), which results in an increase in
the 1 sigma uncertainties (Figures 10c and 10d compared to Figures 9c and 9d). However, there is also an impact
in the accuracy of the retrieved profile, especially aloft. This example illustrates behavior that is commonly seen
when the spectral information used in the retrieval, and hence the information content, changes. The exact
impact will depend on the atmospheric conditions, the prior data set used to constrain the retrieval, and the
instrument characteristics (e.g., number of spectral channels, center frequency and band pass of each channel,
noise levels, and scan angles).

Overviews of resulting RMS errors of radiometric retrievals have been discussed in several papers. These errors
include noise not only in the detection of the signals but also in the retrieval. Generally, the performance of the
retrievals will vary based on the environment and the calibration of the instrument. Liljegren [2004] reported a

Figure 10. Similar to Figure 9, but using real AERI andMWRobservations thatwere collected simultaneouslywith the radiosonde
data in the Black Forest. Due to calibration and/or forward model inconsistencies, both the MWR and the AERI used only a
subset of the frequencies used in the simulated observation example in Figure 9. See text for more details.
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maximum bias (standard deviation) of 1 (2) K for T and a bias (standard deviation) of less than 0.5 (1.5) gm�3 for
humidity profiles using statistical retrievals (in the MW) at the SGP site in Oklahoma. The largest biases were
reported between 0 and 1km height. Löhnert and Maier [2012] retrieved T profiles from MWmeasurements with
a statistical retrieval and reported an overall bias (standard deviation) of better than 0.5 (1.5) K throughout the
profiles in Payerne, Switzerland from 3years of observations. At different latitudes, Cimini et al. [2010] using a
1-D variational technique in the Arctic obtained a bias (standard deviation) of ≈1 (1) K for temperature and of
0.05 (0.1) g kg�1 for mixing ratio throughout the profile. An example of typical biases and RMS errors, obtained
from operational MWRs at one of the ARM sites, is shown in Figure 11.

Although MWRs do not provide the highest vertical resolutions, they can achieve an acceptable compromise
between cost/maintenance and the need for TD profiling with high temporal and low spatial resolution. They
can provide continuous operations in a variety of weather conditions, and together with the vertical profiles,
they also provide accurate estimates of integrated WV and liquid water. Recent simulations [Steinke et al.,
2014; Meunier et al., 2015] show that 2-D tomography of WV can also be applied by combining several
radiometers scanning in azimuth and elevation. However, the vertical resolution and accuracy will remain
low due to the coarse information content in the signals.

Both the MW and IR techniques are sensitive to clouds in their fields of view. For many years, the MWR
community has been able to simultaneously retrieve TD profiles and cloud properties [e.g., Löhnert et al.,
2004; Löhnert et al., 2007; Löhnert et al., 2008]. The ground-based IR technique was primarily limited to scenes
when there was no cloud above the spectrometer [e.g., Feltz et al., 2003], but a recently developed algorithm
now allows TD profiles and cloud properties to be retrieved from ground-based IR spectrometers simultaneously
[Turner and Löhnert, 2014]. A comparison of the accuracy of the AERI-retrieved temperature and humidity in clear
skies over Norman, Oklahoma, USA, is shown in Figure 12 (top row), whereas a similar comparison in cloudy
scenes is shown in Figure 12 (bottom row). For both cases, the T bias is ≈ 0.5 K in the lower troposphere and
the RMS error < 1K for cloud-free cases and < 2K for cloud-covered cases, respectively. The corresponding
WV bias is < 0.5 g kg�1 and < 0.8 g kg�1 whereas the RMS errors are ≈1g kg�1, respectively.

5.2. Active Remote Sensing, Current Performance, and Future Potential

Active remote sensing systems, which are transmitting a well-defined spectrum, can either measure
range-resolved backscatter signals using time-of-flight analyses (lidar or radar), transmission (DOAS),

Figure 11. Mean bias (solid line) and standard deviation (dashed line) of the differences between MWR retrieved and
radiosonde-measured profiles of temperature, absolute humidity, and relative humidity (N= 112). Data were collected in
Graciosa Island (Azores) during a deployment of the ARM mobile facility in 2012 [from Cadeddu et al., 2013].
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or phase delays of transmission (GNSS).
We are considering techniques, which
demonstrated quasi-operational perfor-
mance and have the potential to derive
or to retrieve TD profiles.
5.2.1. Radio Detection and Ranging
One field of investigation from the late
1980s and early 2000s was the promise
of TD profiling with radar wind profilers.
Ways to retrieve tropospheric tempera-
ture and in particular humidity profiles
with the same high time and height
resolution under all weather conditions
as wind profile have been proposed.

For temperature, RASS have been devel-
oped where sound waves are sent out
and tracked by the radar [Matuura et al.,
1986; Tsuda et al., 1989; Neiman et al.,
1992; Martner et al., 1993]. By measuring
the propagation speed of sound as it tra-
vels upward in the atmosphere, it is pos-
sible to retrieve the virtual temperature
profile, as the speed of sound is a func-
tion of it. For optimum backscatter, the
acoustic waves usually span a range of
frequencies such that their wavelengths
at the various altitudes and temperatures
covered will correspond to one half of
the wind profiler electromagnetic wave-
length. However, this technique suffers
from poor altitude coverage at times,
especially when high horizontal winds
carry the sound waves outside of the
radar beam, while particular care must
also be provided to vertical wind and
turbulence perturbations to the sound
Doppler measurements [Angevine and
Ecklund, 1994; Angevine et al., 1994].
Nonetheless, RASS proved useful for
boundary layer virtual temperature pro-
filing. Typically, a T bias of < 1K with a

noise error of < 0.5 K can be achieved with resolutions of 60m and 10min, respectively [Wulfmeyer, 1999a].
The range depends on the strength of the horizontal wind and the choice of ultrahigh or very high
frequencies (UHF and VHF). Usually ranges of a few 100m with 100m resolution (UHF) or a few kilometers
with 300m resolutions (VHF) can be reached with errors of approximately 1 K. An important limitation is
the emission of strong sound waves, which prevent the continuous operation of these systems in urban
environments. RASS is typically used only during the daytime and equipped with a random phase flipping
of the acoustic signal creating an acoustic signal that resembles white noise. Therefore, it is difficult to
apply radar-RASS for routine operation in mesoscale networks.

Considering WV profiling with wind profilers, several studies have shown the possibility to estimate the
humidity profile or at least ways to improve its measurement through a combined instrumentation approach
[Stankov et al., 1996; Gossard et al., 1999; Tsuda et al., 2001; Furumoto et al., 2003; Stankov et al., 2003].
The relevant variable extracted from the radar signal is the vertical profile of either the refractivity index

Figure 12. (top row) A comparison of AERI-retrieved (left) temperature
and (right) water vapor mixing ratio with collocated radiosondes at
Norman, Oklahoma, for data collected in clear-sky scenes in 2012–2013
using the algorithm by Turner and Löhnert [2014]. The solid red and green
lines denote the bias (AERI minus sonde), while the dashed lines denote
the RMS difference between them. The solid purple lines show the
standard deviation of the radiosonde data from the mean conditions,
which is essentially the uncertainty in the prior data set used in the
retrieval. (bottom row) Same as Figure 12 (top row) but for cases where
there is a cloud in the field of view of the AERI.
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gradient [Tsuda et al., 2001] or the potential refractive index [Stankov et al., 2003]. In any case, the method
consists in solving the humidity equation in the following form [Tsuda et al., 2001]

q zð Þ ¼ θ2 ∫
z
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Here C is the refractive index gradient (in m�1) and νB is the Brunt-Vaisälä frequency. The specific humidity
and the potential temperature at the boundary height are denoted with q0 and θ0, respectively. This humidity
equation can only be solved when the temperature and the refractive index gradient profiles are known as
well as the ground pressure and temperature, and humidity at a given range or over a given layer of the
atmosphere. Although, as we have seen above, the wind profiler equipped with a RASS capability could
provide the T profile, it is often limited in range; hence, the need for a combined instrumentation approach
using, for example, a closely located MWR [Klaus et al., 2006]. Furthermore, as only the absolute value of C can
be determined using the radar Doppler spectrum, a sign ambiguity remains in equation (8) above. Indeed, C
can become positive in 10 to 20% of the cases, but in most situations its sign changes with height has shown
good correlation with ν2B becoming positive when ν2B is less than a given threshold [Tsuda et al., 2001].
However, this rule might no longer be valid when horizontal advection becomes important [Mapes and
Zuidema, 1996]. Hence, to alleviate this assumption, as well as to relax the radar calibration and the constant
scale of turbulence with altitude constraints, further reference data on humidity should be used, such as the
humidity at specific altitudes (usually zero at tropopause level or measurements at other available levels) or
the humidity content over some vertical extent, e.g., by GNSS derived IWV.

As we have seen, wind profilers have the theoretical potential for TD profiling. Nonetheless, to be considered
as key instruments for TD profiling for operational purposes and given the current state of the art in that field,
they rely on too many assumptions and need supporting measurements, often from collocated instruments
that can provide useful profile information themselves.
5.2.2. Global Navigation Satellite System
When GNSS signals propagate through the Earth’s atmosphere, they are affected in a characteristic way due
to the presence of matter in the atmosphere. The phase measurements by a receiver allow for estimating the
signal travel time delays caused by the neutral atmosphere. These time delays for a station-satellite link
depend on the atmospheric refractivity, which is a function of pressure, temperature, and humidity and is
the basic observable in GNSS meteorology [Bevis et al., 1992].

In a GPS RO event, the signals are received aboard an LEO satellite. A bending angle profile is derived, which
can be inverted to the refractivity and (dry) T profile under the assumption of spherical symmetry [Ware et al.,
1996; Kursinski et al., 1997; Anthes, 2011]. The refractivity profile N(z) can be expressed by

N zð Þ ¼ 0:776
K
Pa

p zð Þ
T zð Þ þ 6

K2 kg
Pa g

m zð Þp zð Þ
T2 zð Þ (9)

where we neglected higher-order terms of the mixing ratio m. Therefore, a retrieval of m (in this equation
given in g kg�1) is only possible with additional information with respect to T and p. The vertical resolution
is ≈100m, and the horizontal footprint ≈100 km.

For DA, an inversion of equation (9) is not useful; either N or the bending angle are directly assimilated.
This limb sounding technique provides very valuable input for NWP in the lower stratosphere down to the
middle troposphere [Wickert et al., 2004; Cardinali and Healy, 2014]. Therefore, the RO data are assimilated
operationally at several NWP centers around the world, e.g., at ECMWF, UK Met Office, Météo-France,
the National Center for Environmental Prediction (NCEP), the Japanese Meteorological Agency (JMA), and
DWD (see section 2.5).

In the lower troposphere, the RO data are less accurate due to strong horizontal and vertical refractivity
gradients. First, the bending angle (refractivity) profiles are derived under the assumption of a spherically layered
atmosphere. Second, large bending angles due to strong vertical refractivity gradients must be retrieved from
weak signals. Third, if the vertical refractivity gradient exceeds the critical refraction (dN/dz<�160N-units km�1),
the retrieved refractivity is negatively biased by several percent [e.g., Sokolovskiy, 2001; Xie et al., 2006; Ao et al.,
2009]. This effect often results from the combination of a sharp vertical gradient in moisture and a temperature
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inversion frequently observed at the top of the ABL. Nevertheless, numerous studies have shown the feasibility of
the RO technique to detect the ABL height [e.g., Sokolovskiy et al., 2006; Guo et al., 2011; Ao et al., 2012]. With
respect to the potential to observe TD profiles in the lower troposphere, RO retrievals are used in many regions
down to 1km [Vergados et al., 2014, 2015].

Separate WV profiles are obtained from the retrieved refractivity and auxiliary temperature data (e.g., T from a
global NWP analysis). Using equation (9) and assuming independent errors in T, p, and N the systematic error
in mixing ratio can be estimated by

Δm ≅

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m
kg
g

þ 0:129
T
K

� �2 Δ2
N

N2 þ
Δ2
p

p2

" #
þ 2m

kg
g

þ 0:129
T
K

� �2 Δ2
T

T2

vuut ; (10)

where m has to be inserted in g kg�1. For instance, assuming a relative error of 3% for N and 2 K for T, the
absolute error Δm increases nearly linearly from 1 to 2.5 g kg�1 for m increasing from 5 to 30 g kg�1.
Further details are presented in Kursinski and Hajj [2001], Sokolovskiy et al. [2010], Vergados et al. [2014,
2015] where also the potential of these data to study WV on the global scale was highlighted. Further
studies are required in the moist tropical troposphere below the ABL top (altitudes< 3 km) where the
retrieved refractivity may be subject of further constraints due to critical refraction [Xie et al., 2012].
Additionally, over the inhomogeneous land surface, it is not clear how to interpret a horizontal average
of WV and/or T over hundreds of kilometers in the ABL. With regards to the use of GNSS to sense the
small-scale variability of water vapor in the lower troposphere, in the following we are focusing on GNSS
ZTD and STD observations.

The configuration of the GNSS measurement using a ground-based receiver measuring ZTDs or STDs is
depicted on the right-hand side in Figure 7. Each GNSS satellite continuously transmits radio signals at two
frequencies (ν1 = 1575.42MHz and ν2 = 1227.6MHz). The observation equation of the carrier phase length
LGNSS can be written as [Hoffmann-Wellenhof et al., 1992]

LGNSS ¼ lGNSS þ c tr � tsð Þ þ nλ� I þ STDþ ε; (11)

where lGNSS denotes the geometric distance between the transmitter and the receiver, c is speed of light, ts
and tr are the clock errors of the transmitter and the receiver, respectively, n is the integer ambiguity, λ is the
wavelength, I is the ionospheric delay, and ε denotes measurement noise and multipath.

The signal travel time delay due to the neutral atmosphere, also known as STD, consists of a hydrostatic and
nonhydrostatic component. In GNSS processing, the STD is approximated through

STD ¼ Mh elð ÞZHDþMw elð Þ ZWDþ cot elð Þ Gn cos azð Þ þ Ge sin azð Þ½ �f g þ PoR; (12)

where el and az denote the elevation and azimuth angles of the station satellite link. The hydrostatic and
nonhydrostatic mapping function Mh and Mw are based on a climatology [Boehm et al., 2006] but also
NWP fields can be taken. The zenith hydrostatic delay ZHD is computed using the Saastamoinen model
[Davis et al., 1985]. The zenith nonhydrostatic delay ZWD and the gradients in north and east direction
Gn and Ge [Davis et al., 1993] are estimated by a least squares adjustment. The postfit residual PoR takes
into account the error of the parameterization in the least squares adjustment. The Zenith Total Delay
(ZTD) is the sum of the zenith hydrostatic and nonhydrostatic delays.

At the Geoforschungszentrum (GFZ) in Potsdam, Germany, the Earth Parameter and Orbit determination System
(EPOS) software [Gendt et al., 2004] is used to estimate ZTD and STD. Once the ZTD is estimated, ZHD is sub-
tracted to obtain the zenith nonhydrostatic delay which is directly related to the IWV [Bevis et al., 1992] by

IWV ¼ Π Tmð ÞZWD: (13)

Here Π depends on the atmospheric mean temperature Tm that is calculated from surface meteorological
measurements. Currently, data of ≈300 stations in Germany are analyzed hourly at GFZ, and ZTD and IWV
products are available with a delay of 30min.

As shown in section 2.1, IWV can easily be transformed to PW. The bias error in GNSS PW appears to be
less than 1mm with an overall error of less than 5% under moist, tropical conditions. This estimate is based
on comparisons with Very Long Baseline Interferometry, radiosonde, MWR, and lidar data [Li et al., 2003;
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Gendt et al., 2004; van Baelen et al., 2005;
Teke et al., 2011; Ciesielski et al., 2014;
Leblanc et al., 2011]. Hence, the IWV
is recoverable with a random error of
less than 1mm and biases of less than
1mm. This corresponds to a relative
error in absolute humidity of 5% in a
2 km deep ABL with an absolute humid-
ity of 10gm�3, if the error comes from
the ABL WV estimate only.

An example of an IWV map is shown in
Figure 13. These maps are available with
a temporal resolution of 15min. The ZTD
data are now assimilated operationally
by several European NWP centers.
Though they have some slight positive
impact on the prediction skills, they are
clearly of limited value as they do not
contain information about horizontal
(and vertical) refractivity gradients in
the vicinity of a station.

The STDs contain additional informa-
tion. Figure 14 shows the gradient in
north and east direction estimated
from artificial STDs (top) and real STDs
(bottom). The artificial STDs were gen-
erated by point-to-point ray tracing
[Zus et al., 2012] utilizing a NWP refrac-

tivity field (in this case a short range forecast of the Global Forecasting System). It is obvious that STDs
carry the signature of the tropospheric asymmetry. Therefore, they are considered a valuable additional
information source for NWP models [Brenot et al., 2014].

Whenever a dense network of GNSS stations is available, tomography is another way to make use of the
information contained in the STDs, i.e., the particular delays along the line of site between the individual
GNSS stations and the satellites in view at any given moment. To do so, the atmospheric volume above
the network is partitioned into boxes, usually called voxels (standing for VOlume piXELs), while the various
interleaving transmission rays between the GNSS stations and the satellites are distributed within those
voxels which they cross. Likewise, as it is WV content, which is the desired estimate, the STDs are usually
transformed into slant integrated WV (SIWV) before performing tomography. This step requests the knowledge
of the pressure field and the atmospheric temperature in order to subtract the hydrostatic component of the
slant delay and then the conversion of the retrieved slant wet delay into the water vapor content along the path.

Then, the tomography problem reduces to the inversion of the following equation:

d ¼ G ρWV; (14)

where d corresponds to the GNSS data available (i.e., the SIWVs), G is a length partitioning matrix of the
receiver-to-satellite rays into the different voxels, i.e., our model, and ρWV corresponds to the water vapor
density distribution, i.e., our result. The solution to this inverse problem is often given through a weighted
least squares fit [Menke, 1989; Tarantola, 2005] according to

ρest ¼ ρ0 þ GT WGNSSGþ μB
� �� GTWGNSS d � Gρ0½ �; (15)

where ρest is the estimated absolute humidity in each of the voxels of the domain and ρ0 is an a priori solution
or first guess. WGNSS corresponds to the inverse of the variance/covariance matrix of the data errors:
WGNSS =RGNSS

� 1, B is the model error backgroundmatrix of the a priori values, and μ is a weighting coefficient.

Figure 13. GNSS IWV map on 3 June 2012 at 12 UTC. White dots indicate
the location of the ground-based stations.
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Prerequisites for an accurate solution
are the adequate distribution of rays
within the different voxels, as well as a
reasonable choice of the initial “first
guess” solution ρ0. This can be donewith
only the IWV retrieved at the network
GNSS stations and accordingly adjusted
standard atmospheric profiles [Reverdy
et al., 2009; Van Baelen et al., 2011], com-
plementary measurements such as
radiosondes [Champollion et al., 2005],
MWRs [MacDonald et al., 2002], and lidar
systems, or by making use of model out-
puts available over the domain in order
to introduce some trends of vertical
resolution. Another difficult aspect of
the inverse problem is the quantification
of the variance/covariances matrices, as
well as the weighting coefficient μ as,
in theory, it allows putting more weight
on either the data or the initial guess.
Thus, this latter parameter is a quite
sensitive matter and can produce
singularities (i.e., nonphysical solutions
due to numerical instabilities) as the
tomography inversion problem is often
largely underdetermined and must
usually account for a large number of
“empty” voxels, i.e., voxels with no ray
crossing. Hence, the resolution that
can be achieved by GNSS tomography
is largely dictated by the network den-
sity and geometry. Particularly, one
must consider that with a cutoff angle
of 5° for the lowest elevations, most of
the atmospheric WV below 2 to 3 km,
which is a typical scale height, is seen
under a cone where the lines of sight
reach distances of 16 to 24 km from
the site. Hence, a separation of less than

about 20 km between stations is needed to provide a continuous coverage of WV. In case a better resolution is
needed or if the lower layers of the atmosphere are under study, then the separation between stations must
be reduced accordingly.

Although the end result of tomography is the 3-D distribution of WV density, its application is rather dedicated
to case studies than to assimilation into NWP models. Indeed, it is the assimilation of STDs into NWP schemes
which will be preferred and can be viewed as equivalent to tomography to retrieve the spatial anisotropy of WV
but without the constraints of the necessary station network density and inversion problems.

Nonetheless, GNSS tomography has proven very useful to demonstrate the role of WV as a precursor and a
major contributor to CI. For example, Van Baelen et al. [2011] have shown that within a frontal system with
imbedded convection, the convective activity did develop preferably where there existed “hot spots” of
humidity ahead of the frontal line. Likewise, in the case of orographically driven CI, they have identified that
the difference between crest against lee side convection could be traced to the wind condition that would
allow accumulation of water vapor toward the crest line or in contrary force it down the valleys to trigger

Figure 14. The gradients in east direction (mm) derived from (top) the NWP
model and (bottom) the GNSS. The gradient at a specific station (black dot)
represents the tropospheric asymmetry in the vicinity of that station.
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convection at convergence zones [Van Baelen et al., 2011; Hagen et al., 2011]. In very different studies, one
over the great plains of central USA and the other in the context of orographic CI in the Vosges, France,
Champollion et al. [2009] and Labbouz et al. [2013], respectively, have clearly identified WV convergence as
the initial condition either leading to large-scale convection or triggering localized convective activity.
Finally, the work ofWeckwerth et al. [2014] has also demonstrated the good correspondence of the WV field
evolution in agreement with dual Doppler winds as well as the localization of convection triggering over
orography. However, it is still an important topic of future research to specify the errors of WV fields derived
with GNSS tomography in dependence of spatial and temporal resolutions.
5.2.3. Light Detection and Ranging
Light detection and ranging (lidar) is an active remote sensing technique similar to radio detection and
ranging (radar). In contrast to radar, laser pulses are transmitted at wavelengths ranging from 250 nm in
UV to 10,000 nm (10μm), thus several orders of magnitudes shorter than radar wavelengths. Therefore,
the lidar signal becomes very sensitive to molecular and aerosol particle scattering and extinction so that
measurements can be performed in clear air. For the same reason, lidar measurements are limited up to
the edges of clouds and precipitation, if their optical thickness τ is larger than 2. Up to this range, measurements
are possible with high temporal and spatial resolution, as the cloud and precipitation properties have negligible
influence on the near-range clear air signal.

The two systems on the left in Figure 7 indicate a Raman lidar and DIAL, respectively, and present their signal
propagation and detection processes. A temporally very short laser pulse is transmitted in the atmosphere with
a duration of Δt≅ 10–100ns, typically. This corresponds to a high raw resolution of the backscatter signals of
ΔR= cΔt/2≅ 1.5–15m. Along its path, the signal is attenuated due to atmospheric scattering and absorption.
The backscattered radiation is proportional to the backscatter coefficient in the range cell. By a time-of-flight
measurement, the backscatter signal is detected and recorded in dependence of time and, thus, of range.

The single-scattering lidar equation describes the power of the elastic backscatter signal PS in dependence of
range r and reads [Wulfmeyer and Walther, 2001a, 2001b]

PS;ν0 rð Þ ¼ P0 ξν0
cΔt
2

Atel
r2

O rð Þ βpar;ν0 rð Þ þ βmol;ν0 rð Þ
n o

Γ2
ν0 rð Þ þ PB;ν0

with Γ2
ν0 rð Þ ¼ exp �2∫

r

0
αpar;ν0 r’ð Þ þ αmol;ν0 r’ð Þ þ αG;ν0 r′ð Þ� �

dr′

	 

;

(16)

where ν0 is the laser frequency or wave number and ξ is the corresponding combined efficiency of the
receiver-transmitter optics and the detector system. P0 is the transmitter peak power, which can be
derived from the laser pulse energy EL and its pulse duration Δt by EL= P0Δt. Atel is the telescope area, O is
the overlap function between laser transmitter beam and field of view of the telescope, and Γ is the
transmission of the atmosphere due to the extinction of molecules and particles. The particle and
molecular backscattering coefficients as well as the particle and molecular extinction coefficients are βpar
and βmol as well as αpar and αmol, respectively. The absorption coefficient of a trace gas such as WV is αG,ν.
The background signal power due to atmospheric radiation and detector dark current is PB.

Multiple scattering can be neglected because we are focusing on measurements outside of clouds here.
Obviously, the backscatter power can be scaled by the average power of the laser transmitter and the size
of the receiver. For an optimal SNR, direct detection of the backscatter signal is used leading to a strong
dependence of range r. This results in a very high dynamic range of the signals and in a limitation of the
near-range coverage by truncating the overlap function. The far range is also affected by the dynamic range
due to digitizing errors or Poisson statistics if single photons are detected. In order to optimize the coverage
of the signals from the surface to the lower troposphere either a sophisticated design of the receiver, e.g.,
using two telescopes or two channels with different sensitivities, or scanning are necessary. Further details
are discussed in Goldsmith et al. [1998] and Wulfmeyer and Walther [2001a, 2001b].

In the case of Raman lidar, the lidar equation (16) has to be modified so that the Raman scattering process
with respect to molecules is considered. Now, the signal power PRam at the Raman-shifted frequency reads

PRam;νRam rð Þ ¼ P0 ξν0;νRam
cΔt
2

Atel
r2

O rð ÞβRam;ν0 rð ÞΓ2
Ram;ν0;νRam rð Þ þ PB;νRam

with Γ2
Ram;ν0 ;νR rð Þ ¼ exp �∫

r

0
αpar;ν0 r’ð Þ þ αpar;νRam r’ð Þ þ αmol;ν0 r’ð Þ þ αmol;νRam r′ð Þ� �

dr′

	 

:

(17)
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Here νRam is frequency or wave number with νRam= ν0 +ΔνRam due to Raman scattering and ΔνRam is
the characteristic Raman shift of the molecule of interest. The frequency is chosen so that the absorption of
any trace gas can be neglected. The key in Raman lidar methodology is that the Raman backscattering
coefficient βRam;ν0 is the product of the number density of the molecule of interest and the differential

Raman scattering cross section per solid angle dσRam/dΩ in backward direction (indicated by the index π), thus

βRam;ν0 rð Þ ¼ Nmol rð Þ dσRam;ν0

dΩ

� �
π: (18)

If a molecule is chosen with well-known volume mixing ratio such as nitrogen or oxygen, the signal can be
related to the dependence of the scattering cross section on atmospheric temperature, which leads to the
temperature rotational Raman lidar (TRRL) principle. If a molecule is chosen with unknown mixing ratio such
as WV but the temperature dependence of the scattering cross section is low and well defined, the signal
becomes directly proportional to the WV number density, as in WV Raman lidar (WVRL).
5.2.3.1. Water Vapor Raman Lidar
The Raman lidar technique for the determination of the WV mixing ratio profile m(R) [Melfi et al., 1969] has
been extensively discussed in the literature (for a review, see Whiteman [2003a, 2003b] and Wandinger
[2005]). The approach uses either the collection of vibrational Raman backscattered signals applying
equations (17) and (18) to WV and nitrogenmolecules. Alternatively, for the normalization of the WV channel,
a combination of rotational Raman channels can be used [Hammann et al., 2015].

In any case,m(r) can be obtained from the ratio of the WV to the Raman signal used for both the normalization
and the elimination of cross sensitivities to unknown quantities, which results in range-resolved derivation

m rð Þ ¼ ΚWV
PRam;vRam;WV rð Þ � PB;νRam;WV

PRam;νRam;N2
rð Þ � PB;νRam;N2

ΔΓνRam;WV ;νRam;N2
rð Þ: (19)

In this WVRL equation, ΚWV is the lidar system calibration coefficient andΔΓνRam;WV;νRam;N2
rð Þ ¼ ΓνRam;N2

rð ÞΓ�1
Ram;WV rð Þ

is the differential transmission term, which accounts for the different atmospheric transmission at the two
Raman frequencies νRam,WV and νRam;N2 that are characterized by a fixed frequency shift (ΔνRam,WV=3657 cm

�1

and ΔνRam;N2 = 2330 cm�1 with respect to ν0. Raman lidar systems often make use of frequency-tripled
neodymium-doped yttrium aluminum garnet (Nd:YAG) laser sources emitting UV laser pulses around
355 nm. When stimulated at this wavelength, theWV and nitrogen vibrational Raman signals are located near
λWV= 408 nm and λN2 = 387 nm, respectively.

Equation (19) forms also the basis for the estimation of systematic and noise errors in WVRL measurements.
With respect to the bias, errors can be introduced by the calibration constant KWV and the differential
transmission term ΔΓνRam;WV ;νRam;N2

. Obviously, the relative systematic error in mixing ratio is proportional to

the relative errors in ΚWV andΔΓνRam;WV;νRam;N2
. Errors due to the latter are primarily caused by different strengths

of Rayleigh scattering and the wavelength dependence of particle extinction. This effect is usually very small
(1–2%) and determinable from lidar measurements of particle extinction at 355 nm [Whiteman, 2003b].

The daytime performance can be improved using narrowband interference filters for the selection of the WV
and N2 Raman signals. These are band-pass filters with high transmission for the received backscatter signals
and high suppression of the radiation in other spectral regions otherwise. The use of narrowband interference
filters imposes a proper accounting for the temperature dependence of WV and N2 Raman scattering. A
height-dependent correction term determined from simultaneous temperature lidar measurements or
collocated independent temperature measurements from different sensors can be applied to remove
this systematic effect, and the residual error after correction is expected to be not exceeding 0.5%
[Whiteman, 2003a].

The calibration coefficient ΚWV can be height dependent in the near range due to different overlap functions
for the WV and N2 Raman channels [Whiteman et al., 1992]. The calibration can be performed based on
the comparison between simultaneous and collocated WV mixing ratio profiles from the Raman lidar and
radiosondes for an extended measurement sample. Further approaches to calibrate the water vapor
Raman lidar measurements consider the comparison with other WV sensors, such as the MWR [Turner and
Goldsmith, 1999; Turner et al., 2002] or GNSS IWV [Whiteman et al., 2006a].

Reviews of Geophysics 10.1002/2014RG000476

WULFMEYER ET AL. REMOTE SENSING OF THERMODYNAMIC PROFILES 42



Considering all these effects, theoretical analyses
[Whiteman, 2003a, 2003b; Whiteman et al., 2011]
and extensive intercomparisons with in situ sen-
sors and active remote sensing systems [Soden
et al., 2004; Ferrare et al., 2004, 2006; Whiteman
et al., 2006a, 2006b; Behrendt et al., 2007a,
2007b; Leblanc and McDermid, 2008; Bhawar
et al., 2011] demonstrated that a systematic
error of < 5% can be achieved throughout the
troposphere using IWV from GNSS or MWRs as
calibration sources [Turner et al., 2002]. This is
substantiated by Figure 15, which shows a
comparison between the BASIL WVRL and a
Vaisala RS-92 radiosonde [Di Girolamo et al.,
2009a]. At the time of these measurements,
BASIL was deployed in Candillargues (43°36′
40.10″N, 4°4′15.80″E), Southern France, in the
frame of the Special Observation Period 1
(September–November 2012) of Hydrological
Cycle in the Mediterranean Experiment (HyMeX).
The WVRL captures the detailed vertical structure
of humidity from the lower to the middle tro-
posphere including several layers and mixing
ratio gradients.

Noise error propagation of the WVRL equation
(19) provides estimations of the precision of
each single profile. In case of data acquired in
photon counting mode, the statistical uncer-
tainty can be estimated through the application
of Poisson statistics [e.g., Whiteman, 2003b].

Wulfmeyer et al. [2010] demonstrated that noise
errors derived by Poisson statistics agree very

well with noise error analyses using the autocovariance function of the mixing ratio time series. This results
in the following, very useful dependence of the relative noise error to system parameters and mixing ratio

σm
m

≈∝
1ffiffiffiffi
m

p 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Atel EL νR δt ΔR

p ¼ 1ffiffiffiffi
m

p 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Atel PL δt ΔR

p ; (20)

where σm is the noise standard deviation of the signal after averaging over a certain number of range bins in
the vertical and over a number of shots in time, νR is the repetition rate of the laser transmitter, PL is the laser
average power, and δt is the averaging time. Obviously, under many atmospheric conditions, temporal and
spatial resolution can be traded off with respect to the desired precision.

The vertical resolution ΔR of the derivation of WV profiles is usually not the raw resolution of the lidar signal
measurement. Some vertical averaging of the signals by applying filter functions or box averaging is necessary
to reduce the noise error to acceptable levels. The vertical resolution is clearly defined by the number of range
bins used for vertical averaging as these can be considered as statistically independent.

Statistical errors for mixing ratio measurements for both nighttime and daytime operation are represented
in Figure 16. Simulations have been performed based on mixing ratio, temperature, and pressure profiles
from the same radiosonde observation in Figure 9 in combination with the ESA median particle backscatter
profile [Vaughan et al., 1998]. These results are based on an average power of 10W (single-pulse energy
of 500mJ with a repetition rate of 20 Hz) at 355 nm and a receiver diameter of 0.8m (FOV= 200μrad).
Vertical and temporal resolutions are 300m and 10min, respectively, and can be traded off to improve
measurement precision in the near range according to equation (20). Generally, for nighttime operation,

Figure 15. Comparison between mixing ratio measurements of
the WVRL BASIL and a Vaisala RS92 radiosonde performed on
19 September 2012 at 20:20 UTC. The resolutions of the Raman
lidar profile are 3min and 150m, respectively. Here BASIL was
using 10W power (0.5 J, 20 Hz) of the laser transmitter at 355 nm
and a telescope diameter of 0.45m.
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the noise error is < 1% up to 3 km and < 10% up to
7 km. For daytime operation, the noise error amounts
to < 10% up to 3 km and < 100% up to 4.5 km.

As a further example, Figure 17 presents the time evolu-
tion of the mixing ratio as measured by BASIL during
the same deployment considered in Figure 15 over a
time period of approximately 22 h from 16:42 UT on
25 September 2012 to 14:43 UT on 26 September 2012
during the passage of a squall line, which produced a
cumulated precipitation of more than 100mm in 24 h
in the Cévennes area. Lidar measurements illustrated
in this figure are based on a temporal and vertical reso-
lution of 3min and 150m, respectively, and demon-
strate the capability of WVRL for resolving the vertical
structure and evolution of the WV field with high accu-
racy and resolution.

These results achieved with stationary, operational
WVRL systems confirm the maturity of this technique
for long-term, highly accurate WV profiling (D. D.
Turner et al., submitted manuscript, 2014). However,
the deployment and operation of these systems still
requires significant maintenance efforts. Furthermore,

measurements with high precision during daytime require large laser sources and telescopes. In the future,
it is necessary to make these systems more compact, robust, and commercially available. If this is successful,
WVRL has a great potential to be deployed in networks.
5.2.3.2. Temperature Rotational Raman Lidar
Temperature-dependent signals can be obtained with lidar via a number of spectroscopic principles.
Consequently, many techniques for atmospheric T measurements have been proposed and tested in recent
years (see Behrendt [2005] for an overview); however, only a few showed sufficient experimental success.
As the temperature information is carried by molecular backscatter signals—not the backscatter signals of
particles—the techniques can be classified by how well they can cope with the disturbing presence of
particles in the heights where temperature measurements are desired. Obviously, elastic backscatter signals
can only be used as long as the atmospheric particle content is negligible and the signal is only by molecules,
e.g., in the aerosol- and cloud-free stratosphere. In this case, the integration technique provides T profiles
based on elastic backscatter signals. As the molecular backscatter signal is proportional to the molecular
number density, the lidar signal can be related to the temperature in a certain height if the pressure is known.

Figure 16. Noise error simulations of WVRL and WVDIAL
using the same WV profile as in Figure 9 and resolutions
of 10min and 300m, respectively. The average power
and telescope diameter of the WVDIAL were set to 2W
and 0.4m, respectively, whereas 10W and 0.8m were
used for the WVRL.

Figure 17. Time evolution of the mixing ratio as measured by BASIL over the time period from 16:42 UT on 25 September
2012 to 14:43 UT on 26 September 2012 during the passage of a squall line. The resolutions are 150m in the vertical
and 3min in time, respectively. The black areas are due to the presence of clouds.
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Assuming that the atmosphere is in hydrostatic equilibrium and initializing the algorithm in an upper starting
height, the lidar profile can be used to derive stepwise the temperature also in lower altitudes [Hauchecorne
et al., 1992]. Initialization errors become exponentially smaller for data in lower altitudes and thus negligible
from distances of about 10 km from the initialization altitude. A calibration is not required. Extension of the
integration technique into the lower stratosphere with its higher aerosol content is possible by the Raman
integration technique [Fiocco et al., 1971], which uses inelastic vibrational nitrogen Raman signals instead
of elastic signals.

In the troposphere, however, the particle content even in cloud-free situations is generally too large to
apply the Raman integration technique. Furthermore, the integration Raman technique fails also in the
stratosphere when polar stratospheric clouds or volcanic ash yield significant extinction. While the presence
of atoms from elements like Na, K, Ca, and Fe allow for using resonance fluorescence effects for temperature
measurements in themesopause region (see Abo [2005] for an overview), this concept is not applicable in the
troposphere either.

For lidar measurements in the troposphere, three techniques remain: DIAL, HSRL, and TRRL. Measurements
with DIAL are based on the temperature dependency of molecular absorption, e.g., of oxygen with its
constant mixing ratio in the dry atmosphere. Theoretical considerations and results of experimental studies,
however, have shown that aerosol gradients cause strong systematic errors of several K [Theopold and
Bösenberg, 1993], which are too large for most applications.

HSRL employs the temperature dependence of the shape of the Cabannes line for temperature measurements
(here we follow the convention that Rayleigh scattering comprises both Cabannes scattering and rotational
Raman scattering) [Hair et al., 2001]. The comparatively high signal intensities of this technique are very
attractive. However, difficulties in suppressing the elastic backscatter signals in the temperature-dependent
molecular channels with sufficient performance are currently prohibiting applications of this technique
beyond a clear atmosphere.

Rotational Raman lidar is presently the most accurate and precise lidar technique for tropospheric T profiling.
This technique [Cooney, 1972] is based on the fact that the population of the rotational states of atmospheric
molecules such as N2 and O2 depends on atmospheric temperature. Consequently, the intensity of different
lines within the rotational Raman spectrum show different temperature dependences. While lines closer to
the frequency of the exciting radiation become weaker with increasing temperature, lines farther away
show the opposite effect and increase in intensity with increasing temperature. As the temperature dependency
of the line intensities is already strong for the temperature range present in the Earth’s atmosphere, it can be
employed by TRRL.

For atmospheric temperature profiling with the rotational Raman technique, the ratio

Q T ; rð Þ ¼ PRR2 T ; rð Þ � PB;RR2
PRR1 T ; rð Þ � PB;RR1

(21)

is used. PRR1 and PRR2 stand for two pure-rotational Raman signals of opposite temperature dependence corrected
for the background signals PB,RR1 and PB,RR2, respectively. For determining these signals, equations (17) and
(18) are applied but now the rotational Raman scattering of gases with well-known partial pressure is
used such as molecular oxygen and nitrogen. By taking this ratio Q, altitude-dependent factors of the lidar
equation, unknown system parameters, and other atmospheric variables largely cancel. This requires
the same overlap function for both channels, which is the case for well-aligned systems above a certain
minimum height. Also, the atmospheric extinction of both signals is eliminated, as no molecular absorption
lines are present within their range. The temperature dependence of the ratio Q is given by

Q T ; rð Þ ¼ KT

X
n¼O2;N2

X
i

ΓνRR; i; n rð Þ dσRR; Ji ;n
dΩ

� �
π
T rð Þ½ �

X
n¼O2 ;N2

X
k

ΓνRR; k; n rð Þ dσRR; Jk ;n
dΩ

� �
π
T rð Þ½ �

: (22)
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Here formulas for the Stokes or anti-Stokes differential Raman backscatter coefficients have to be inserted
depending on which branch of the pure RR spectrum is used. These equations are very well known from
molecular spectroscopy and are found in Behrendt [2005]. ΓRR1, i,n and ΓRR2, i,n are the transmissions of
the lidar receiver at the frequencies νRR, i,n related to the rotational Raman line numbers Ji and the molecule
type n, which are transmitted by the interference filters for the RR2 and RR1 channels. Similar to the WVRL,
a system calibration coefficient is remaining which is called KT. Figure 18 presents typical dependencies of
the RR signals used for T profiling.

Different approaches of the inversion of equation (22) with respect to T have been proposed [Behrendt, 2005].
In theory, the calibration can be performed by characterizing the system parameters. This approach, however,
can yield uncertainties of the order of a few K [Vaughan et al., 1993]. The relationship, which turned out to be
most accurate, reads

T rð Þ ¼ 1

a±
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � 4b f � ln Q T ; rð Þ½ �p ; (23)

which requires the calibration of the T profile with respect to Q(T,r) using three fit coefficients a, b, and f.
In practice, TRRL data are calibrated by comparisons with other instruments such as local radiosondes
similar to WVRL. For accurate measurements, crosstalk of the elastic signal into the Raman channels
must be avoided, even in the presence of clouds. A blocking of at least 7 orders of magnitude is
required for the elastic backscatter signal in the rotational Raman channels. This high blocking value
at spectral distances of a few tens of wave numbers, however, can be realized with multicavity
interference filters. Thus, accurate temperature measurements are even possible in aerosol layers and
optically thin clouds [Behrendt and Reichardt, 2000]. Typically, the systematic errors of TRRL profiles
are < 0.5 K throughout the troposphere where full overlap between the transmitter and the receiver
is achieved.

Similar to the WVRL, the statistical uncertainty of the RRL temperature measurements can be determined
from the number of photon counts using Poisson statistics. The noise error σT includes the contribution of
the background signals in the two rotational Raman channels. Similar as for WVRL, the comparison of
the noise errors calculated from the signal intensities with noise errors determined by autocovariance
analyses of temperature fluctuations in the convective ABL shows close agreement [Behrendt et al.,
2015]. Furthermore, the dependence of the SNR on system parameters is basically the same as for
WVRL (see equation (20)), which is very useful for the system design. Thus, the same considerations apply
for the definition of the vertical resolution, which is given by the number of range bins used for vertical
averaging. To illustrate the measurement performance, we use in the following the most recent data of the
UHOH TRRL system [Radlach et al., 2008; Hammann et al., 2015]. This lidar consists of a frequency-tripled

Figure 18. (a) Typical intensities of the two pure-rotational Raman signals PRR1 and PRR2 as a function of temperature T
[from Behrendt et al., 2004]. (b) Signal ratio Q from which the atmospheric temperature is derived. Pref is a temperature-
independent Raman reference signal for measuring extinction and backscatter coefficients of aerosols and cloud particles
[Behrendt et al., 2002].
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Nd:YAG laser at 355 nm with 10W average power at 50Hz, a two-mirror scanner, a 40 cm receiving telescope,
and a highly efficient polychromator with cascading interference filters for separating four signals: the elastic
backscatter signal, two rotational Raman signals with different temperature dependence, and the vibrational
Raman signal of WV. The main measurement variable of the UHOH TRRL is temperature, and the system

was optimized for this purpose. Thus, this system is truly
a high-resolution, daytime TD profiler for WV, T, and
relative humidity measurements.

Figure 19 shows an example of T and WV profiling with
the UHOH RRL. The noise error of a 20min temperature
measurement of this instrument is lower than 0.1 K up
to 1050m agl at noontime; even for single 10 s tempera-
ture profiles, it is still smaller than 1 K up to 1000m
above ground [Behrendt et al., 2015]. At other times
of the day, the errors are lower, as noontime is the
least favorable time of the day for TRRL measurements
because the background light increases the statistical
errors. Based on these results, it is possible to estimate
the noise errors of a T measurement using the profile
shown in Figure 9 (analog to Figure 16 for WVRL and
WVDIAL). The results are illustrated in Figure 20. Using
resolutions of 300m and 10min, during daytime the
noise error is < 1 K and during nighttime even < 0.1 K
up to 4 km. In the near range, combinations of consider-
able higher temporal-vertical resolutions are possible
trading off the overall noise error.

Figure 19. Measurements of the UHOH TRRL between 1300 and 1330 UTC on 19 May 2013 with data of a local radiosonde
launched at 1300 UTC (dashed) for comparison. The vertical resolutions were 105m for T and 154m for WV, respectively.
(a) T, (b) potential temperature, (c) temperature gradient, and (d) WV mixing ratio. Error bars show the noise errors
of the lidar data. Altitudes below 500m are affected by nontotal overlap yet and are therefore not shown [from Hammann
et al., 2015].

Figure 20. Noise error simulations of TRRL using
the same T profile as in Figure 9 and resolutions of
10 min and 300 m, respectively. The average power
and telescope diameter of the TRRL were set to 10 W
and 0.8 m.
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In recent years, TRRLs reached the
maturity to demonstrate routine T pro-
filing by day and night. However, a
couple of obstacles have still to be
overcome, which are similar to that of
WVRL: Corresponding systems are not
commercially available yet and require
strong laser sources and large recei-
vers. Furthermore, long-term operation
and stability of the calibration of TRRL
still have to be confirmed. In combina-
tion with WVRL in one instrument, this
makes Raman lidar a very interesting
candidate to be operated in networks
for combined WV, T, and RH profiling.
5.2.3.3. Water Vapor Differential
Absorption Lidar
Differential absorption lidar (DIAL) mea-
sures the ratio between two elastic
backscatter signals, the online signal,
which is tuned to the center of a WV
absorption line, and the offline signal,
which is tuned to a nonabsorbed spec-
tral region [Schotland, 1966]. Therefore,
the DIAL signals have a larger SNR than
the Raman signals. Taking the ratio of
these signals and its logarithmic deriva-
tive, Beer’s law can be applied and the
resulting quantity is nearly proportional
to differential optical thickness ΔτW of
WV in the range cell. Accordingly, with
DIAL the range-resolved WV number
density NWV or the absolute humidity
ρWV are determined. The relative statisti-
cal error is not only dependent on the
noise characteristics of the backscatter
signals but also inversely proportional

to the differential optical thickness in the range cell. Further details are discussed in Wulfmeyer and Walther
[2001a, 2001b]. For the derivation of WV profiles, the spectral properties of the laser transmitter, the backscat-
tered spectrum, and the absorption lines must be considered. In this case, the lidar equation reads

PS;ν0 rð Þ ¼ P0 ξν0
cΔt
2

Atel
r2

O rð ÞΓ2
air;ν0 rð Þ

�
βpar;ν0 rð Þ ∫

∞

�∞

SL ν� ν0ð ÞΓ2
WV ν; rð ÞFR νð Þdν þ

βmol;ν0 rð Þ ∫
∞

�∞

SL ν� ν0ð ÞΓWV ν; rð Þ½ ��DB ν; rð Þ½ �ΓWV ν; rð ÞFR νð Þdν

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

þ PB;ν0 ;
(24)

where SL is the normalized laser transmitter spectrum at ground, FR is the spectral transmission function of
the receiver interference filter, and DB is the spectral broadening of the backscattered signal due to
Rayleigh scattering. This equation demonstrates that spectral effects in the propagation of the laser
radiation must be considered for an accurate determination of the signal. Just the weak frequency
dependence of backscatter coefficients over the small spectral width of the transmission of FR can be

Figure 21. (top) Simulation of an online backscatter signal spectrum from
a range of 3 km. Clearly, the Mie backscatter peak on the molecular
broadened signal is resolved. The return signal is asymmetric, as the
online frequency of the laser transmitter was not centered on the
absorption line. (bottom) WV absorption cross section in dependence
of wave number at 3 km (black) and the location of the online wave
number at 12226.12 cm�1 (blue).
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neglected. As an example, Figure 21 presents the spectrally resolved backscatter signal of a lidar system
operating on a WV absorption line in the 820nm wavelength region and the corresponding WV absorption
cross section. As the laser transmitter frequency is not centered on the absorption line, the spectrum is
asymmetric. It consists of the Mie peak due to particle scattering and the spectrally broader Rayleigh
scattering due to molecules. Please note that Rayleigh broadening always occurs even if the laser transmitter
function is a delta distribution. The WV information is contained in its transmission, which is dependent on the
WV number density and laser frequency. Obviously, a sophisticated knowledge in high-resolution spectral
radiative transfer is necessary for the understanding and simulation of DIAL as in passive remote sensing.

By taking the ratio of the online and offline backscatter signals, the sensitivity with respect to system constants
and molecular and particle backscatter and extinction is nearly eliminated. The next steps in the derivation of
NWV are dependent on the design of the laser transmitter. There are two approaches:

1. Narrowband DIAL with ultra narrowband operation of the laser transmitter. This is the approach currently
used in all DIAL groups. In this case, equation (24) can be simplified by replacing the laser spectrum SL by a
delta distribution. If a very high frequency stability and spectral purity of the transmitter is realized, the
resulting derivation is simple and nearly independent of the transmitter and receiver filter properties.
Except at strong backscatter ratio gradients where a correction due to Rayleigh-Doppler broadening
may be applied, this leads to a very high accuracy of the DIAL technique.

2. Broadband DIALwith a laser transmitter spectrum, which overlaps several water vapor absorption lines. In
this case, it is not possible to simplify the DIAL equation with respect to the laser spectrum. However, a
unique solution can still be derived. Furthermore, though this technique has not been applied yet, a
reduction of systematic errors due to Rayleigh-Doppler broadening can be expected. Due to the lack of
existing systems, we focus on narrowband DIAL in the following.

In case of narrowband WVDIAL, the laser spectrum SL is considered as a delta distribution. Furthermore, over
the narrow spectral range of the signals, the spectral transmission of the receiver can be considered as
constant. In order to achieve this performance for the WVDIAL laser transmitter, extensive efforts are necessary
with respect to laser frequency and bandwidth control [Wulfmeyer et al., 1995;Wulfmeyer and Bösenberg, 1996].

Typically, the online frequency is located close to the center of the WV absorption line of interest and the
offline laser frequency is located in an absorption minimum. Using equations (3) and (6) in combination with
equation (24) and taking the derivative of the online and offline signal ratio leads to the following iterative
solution with a unique result and no remaining calibration coefficient

NWV rð Þ ¼ 1

2 σWV;νon p; Tð Þ � σWV;νoff p; Tð Þ� � d
dr

ln
PS;νoff rð Þ � PB;νoff
PS;νon rð Þ � PB;νon

� �

þ 1

2 σWV;νon p; Tð Þ � σWV;νoff p; Tð Þ� � d
dr

ln

βpar rð Þ þ βmol rð ÞΓ�1
WV;νon rð Þ ∫

∞

�∞

ΓWV ν; rð ÞDB ν� νon; rð Þdν

βpar rð Þ þ βmol rð Þ

2
66664

3
77775:

(25)

In equation (25), we omitted the frequency indices for the backscatter coefficients, as these can be consid-
ered as the same for the online and the offline frequencies. Obviously, at gradients of the backscatter ratio
βmol/(βmol+ βpar), a correctionwiththesecondtermontheright-handsideof thisequationbecomesnecessary.
Whereas the molecular backscatter and extinction can easily be determined using standard atmospheric
profiles, the particle backscatter profile must be determined by analytical inversion of the offline signal
[e.g., Di Girolamo et al., 2008]. Späth et al. [2015] demonstrate that the correction is strongly reduced, if
the laser is not operated at the center of the WV absorption line but tuned to its wing.

In case of weak gradients of the backscatter ratio, this derivation can further be simplified to the well-known
WVDIAL approximation

NWV rð Þ ¼ 1

2 σWV;νon p; Tð Þ � σWV;νoff p; Tð Þ� � d
dr

ln
PS;νoff rð Þ � PB;νoff
PS;νon rð Þ � PB;νon

� �
: (26)

Systematic and noise errors of WVDIAL were derived by analytical [Browell et al., 1979, 1991; Ismail and
Browell, 1989; Bösenberg, 1998;Wulfmeyer andWalther, 2001a, 2001b] and end-to-end performance modeling
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[Di Girolamo et al., 2004b, 2004c; Bauer et al., 2004; Summa et al., 2004;DLR, 2005;Di Girolamo et al., 2008]. The bias
of a WVDIAL measurement can be estimated by systematic error propagation of equation (25), which reads

ΔNWV

NWV
≈
ΔσWV

σWV
: (27)

The error in σWV can be due to a variety of sources such as laser frequency instabilities, laser spectral impurity
but also uncertainty of theWV absorption cross section by spectroscopic measurements in the laboratory and
by its dependence on p and T [Bösenberg, 1998]. Recent advances in high- and low-power laser technology
[Wulfmeyer and Bösenberg, 1996; Nehrir et al., 2011; Repasky et al., 2013;Wagner et al., 2013a] demonstrated that
these challenges with respect to laser performance can be overcome. Current properties of advanced laser
transmitters for ground-based WVDIAL are causing systematic errors of < 1% [Wagner et al., 2011, 2013a;
Metzendorf et al., 2015]. Spectroscopic errors are specified in the newHITRAN2012 database and are of the order
of 2%. Errors due to the temperature and pressure dependence of σWV are< 2% as well [Rothman et al., 2003,
2005; Späth et al., 2014].

Using an end-to-end simulator, the combined system bias can be estimated [Di Girolamo et al., 2004b, 2004c,
2008; ESA, 2004]. An example is presented in Figure 22. A vertically pointing WVDIAL was simulated operating
in U.S. Standard Atmosphere with an ESA median particle backscatter profile [Vaughan et al., 1998]. Single-error
profileswere simulated andcombined to an overall error budget. Thefigure shows that the combinationof these
errors isnotobvious. In thiscase, theoverallerror is< 1%over theentire troposphere.Withend-to-endsimulators,
also the combinationof bias andnoise errors is possible. By repeating derivationsmany times, a complete PDF of
the inversion canbedetermined considering the combination of all specificationof the transmitter and receivers
[Di Girolamo et al., 2004c, 2008]. It is one of the strengths of the WVDIAL technique that these estimations are
theoretically possible. The results demonstrate that WVDIAL is an excellent candidate for a reference profiler.

The high accuracy of WVDIAL has been demonstrated by means of comparisons with radiosondes and within
extended measurement campaigns [Ferrare et al., 2004; Bhawar et al., 2011]. The current state of the art of
ground-based WVDIAL is represented by the UHOH system [Behrendt et al., 2009; Wagner et al., 2011, 2013a].
During a recent extensive verification campaign in fall 2013, about 30 comparisons with the Vaisala RS92 radio-
sondewere performed. Figure 23 presents an example of the comparisons performed on 3October 2013 at 13:07
UTC using equation (26) without any correction for Rayleigh-Doppler broadening. The noise error bars for the
DIAL profile correspond to resolutions of 20min and 150m, respectively. These can be determined online in
dependence of all weather conditions using the autocovariance technique introduced in Lenschow et al. [2000]

Figure 22. End-to-end simulation of WVDIAL systematic errors and their combination. The resulting overall systematic
error is < 1%. Online wave number: 12,226.1012 cm�1, offline wavenumber: 12,227.63 cm�1, U.S. Standard Atmosphere.
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and Wulfmeyer et al. [2010]. Excellent agreement
is achieved, and the complex vertical structure of
the lower troposphere is very well resolved. Further
examples with similar performance are presented in
Späth et al. [2014]. Generally, comparisons and theo-
retical analysis confirm a bias of < 5% of WVDIAL
profiles throughout the troposphere.

For noise error analyses, sophisticated end-to-end
performance models are not necessary but analyti-
cal models are sufficient. A corresponding model
has been developed by Wulfmeyer and Walther
[2001a, 2001b] and applied for scaling of ground-
based, airborne, and spaceborne WVDIAL systems.
These included ground-based vertical pointing
and scanning operation, airborne operation down-
ward and upward pointing operation at different
height levels, and horizontal pointing from aircraft.
They also demonstrated that their analyses are in
very good agreement with real measurements of
DIAL systems. As for WVRL and TRRL, the system
noise can be derived by noise error propagation
[Wulfmeyer and Walther, 2001a, 2001b]. However,
the absorption measurement introduces an addi-
tional dependence of the system noise on range
resolution. This results in a stronger noise aver-
aging behavior with respect to the range resolution
in comparison to Raman lidar because the relative
error is also dependent on the differential optical
thickness in the range cell ΔτWV. It follows

σNWV

NWV
∝

1
ΔτWV

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Atel PL δtΔR

p ∝
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Atel PL δtΔR3
p : (28)

The comparison of equations (20) and (28) demonstrates that the relative error of WVRL degrades with smal-
ler mixing ratio whereas in WVDIAL, the relative error can be kept nearly constant in all climate zones by
adapting the differential optical thickness using WV absorption lines with different line strengths. Based on
previous measurements and the simulations with analytical models, the expected noise error profile using
the WV profile of Figure 9 can be estimated. The result is presented in Figure 16 together with the corre-
sponding WVRL profiles. As expected, due to the higher SNR of the WVDIAL backscatter signals, a very
low noise error is achieved, which is less than WVRL for both daytime and nighttime up to 4 km. Furthermore,
the daytime and nighttime performance of WVDIAL is nearly the same so that only the daytime error profile
is presented. Again, in the near range, considerably higher vertical-temporal resolution can be achieved using
the trade-off of noise errors based on equation (28).

The high resolution and accuracy of WV profiling using the DIAL technique is demonstrated in Figure 24.
Using resolutions of 10 s and 150m for a single profile, a range-height-indicator (RHI) scan is presented with
a scan speed of 0.1° s�1. Thus, the angular resolution of each profile is 1°, and the 120° scan is completed
in 20min. Now, it is possible to study the horizontal structure of the ABL and clouds as well as the humidity
around clouds up to a range of several kilometers.

These results indicate that monitoring of WV is possible with a compact system design using a low power of
the WVDIAL transmitter and a small telescope. An example of the expected performance is presented in
Figure 25. An average power of 0.1W, a telescope diameter of 0.3m, and filter bandwidth of 0.5 nmwere con-
sidered using the same atmospheric conditions and system parameters as inWulfmeyer and Walther [2001b].
Using an averaging time of 10min and a vertical resolution of 300m, accurate WV profiling with low noise in

Figure 23. Comparison between UHOH WVDIAL and Vaisala
RS92 radiosonde measurements performed on 3 October
2014 at 13:07 UTC. The resolutions of the DIAL profile are
20min and 150m, respectively. The noise errors of the DIAL
profile are also shown.
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the lower troposphere is possible. Figure 25 includes
different error contributions; however, the domi-
nant error sources are daylight background and
detector-amplifier noise. The black curve shows
the theoretical noise limit, if the errors are produced
only due to Poisson statistics of the transmitter
photon number.

This kind of low-power DIAL is capable of providing
WV profiling with acceptable precision throughout
the ABL fulfillingmost of the requirements summar-
ized in Table 1. The fine structure of the error profiles
depends on the WV profile so that even a large
range can be achieved, if the ABL depth is increas-
ing. After initial work at NOAA [Machol et al., 2004]
and Nehrir et al. [2009, 2011], a suitable demonstra-
tor has been developed and specified by Repasky
et al. [2013] and Spuler et al. [2015].

Obviously, WVDIAL is a promising candidate for a
low-power, compact WV remote sensing system
to be deployed in networks. Both bias and preci-
sion can be well specified by theoretical analysis
and have been confirmed experimentally by com-
parisons. The derivation of WV profiles is straight-
forward, simple, and fast; e.g., these could be even
applied for DA in nowcasting NWP models.

Figure 25. Expected performance of a ground-based, vertically
steering DIAL in the ABL up to 5 km. The absolute humidity
profile is also shown. The noise error profiles are determined for
a DIAL operating at 820 nm with a low average power of 0.1W
and a receiver diameter of 0.3 m. The overall noise error
(total error) is mainly caused by amplifier and detector noise
(amplification term), daylight background (background
term) but not by backscatter signal Poisson statistics
(Poisson term). Even using this low average power of the
transmitter, the noise error is negligible throughout the ABL.

Figure 24. RHI scan ofWV performedwith the UHOHWVDIAL on 4 August 2014. The scan speed is 0.1° s�1, and the resolutions
of the derived WV field are 10 s and 300m, respectively. Over a range of several kilometers, the horizontal structure of the
ABL and clouds (marked by black areas) can be investigated. Also, the humidity around clouds can be studied.
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Table 2. Overview of the Current Performance of Passive and Active Remote Sensing Systems With Respect to WV Profilinga

b c

aLT: lower troposphere, MT: middle troposphere, UT: upper troposphere, LS: lower stratosphere, tbd: still to be determined, NA: not available.
bDerived from refractivity using auxiliary data such as from model analyses [e.g., Vergados et al., 2014].
cSimulated [ESA, 2004; Wulfmeyer et al., 2005; Di Girolamo et al., 2006].

Reviews of Geophysics 10.1002/2014RG000476

WULFMEYER ET AL. REMOTE SENSING OF THERMODYNAMIC PROFILES 53



However, to realize the development and deployment, several obstacles have still to be overcome. The current
systems are still in experimental mode and have not been designed for continuous and routine operation. The
laser technology required for frequency control has just recently been developed. Further extensive tests of
laser and optical components are required. Consequently, corresponding systems are still not commercially

Table 3. Overview of the Current Performance of Passive and Active Remote Sensing Systems With Respect to T Profiling

a

b c

aThe product of ground-based GNSS networks is IWV.
bThe product of RO in the LT-UT is humidity using auxiliary temperature data from other sources (see Table 2).
cOnly by simulations [Di Girolamo et al., 2006].
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available. Additionally, most of the current laser systems are operating in a non-eye-safe spectral domain so
that care has to be takenduring laser operation by limiting the laser power, setting up a safety zone for aviation
around the laser operating region, incorporation of safety radars, etc. It is important to overcome these hurdles
in order to take advantage of this unique WV remote sensing technique, for instance, by extending the laser
technology to the eye-safe region > 1450 nm. A first attempt has been demonstrated in Petrova-Mayor et al.
[2008] where also several suitable absorption lines for WVDIAL were identified.

5.3. Comparison of Remote Sensing Techniques and Proposed Sensor Synergy

Tables 2 and 3 summarize the performance of passive and active remote sensing systems, which demon-
stratedmaturity for TD profiling. In the following, these results are discussed with respect to the requirements
given in Table 1. For the sake of completeness, also spaceborne remote sensing including the potential of
future active remote sensing systems is considered. It is evident that passive remote sensing systems from
space are close to the requirements with respect to bias and noise error. However, the vertical resolution
of passive IR and MW remote sensing is limited by the widths of the weighting functions close to the ground;
these widths are 1–2 km. With near-IR remote sensing, only IWV can be retrieved. Therefore, spaceborne
passive remote sensing systems do not fulfill the needs of lower tropospheric TD profiling with respect to
the vertical resolution. Potential systems from space may be WVDIAL and TRRL due to their high vertical
resolution as well as scalability of power and receiver size.

For lower tropospheric TD profiling, it is necessary to complement the spaceborne passive remote sensing
systems by GNSS ROs and by networks of ground-based passive or active TD profilers. Ground-based
passive remote sensing systems are less complicated than active systems because they do not require a
transmitter. IR spectrometers are slightly more complex than MWRs because of the use of an interferometer
to sample the IR spectrum, whereas MWRs use either a filter bank (for simultaneous detection of the
downwelling microwave radiance in all frequency channels) or a tunable frequency synthesizer (for serial
detection). However, IR spectrometers use two well-characterized blackbodies that are able to maintain
the instrument’s calibration to better than 1% of the ambient radiance automatically [Knuteson et al.,
2004a], whereas MWRs require periodic views of liquid nitrogen cooled blackbodies, which is a manual
process, in order to calibrate its internal reference target [e.g., Maschwitz et al., 2013]. Both IR and MWR
sensors are all-weather remote sensing systems with compact and very stable setups able for long-term
operation and with low power consumption.

Whereas IR retrievals are possible up to the cloud base, MW retrievals are possible through nonprecipitating
clouds. The SNR of both systems is limited by the performance of the detector material, the strength of the
atmospheric radiation in the frequency range of interest, and the integration time. A further increase of the
SNR of the radiance measurements may be possible by using larger receiver areas in combination with
sophisticated imaging systems.

Other options are GPS RO measurements and retrievals of WV fields using networks of ground-based GNSS
receiver. With respect to RO measurements, recent progress in signal tracking [Sokolovskiy, 2001; Beyerle et al.,
2006] and retrieval algorithms [Sokolovskiy et al., 2009, 2010] provided a considerable extension of coverage
and vertical extent down to 1 km in many regions with a vertical resolution of ≈100m. Based on the results of
Kursinski and Hajj [2001] and Vergados et al. [2014], the bias of the retrieved WV profiles is 5–10% and the
RMS error 10–20%. These results make GPS RO very interesting for all applications mentioned in section 4.
However, it is necessary to investigate the accuracy of the inversion of the RO refractivities into lower tro-
pospheric WV profiles in regions with strong refractivity gradients and to specify their error characteristics.
Furthermore, the information content of these measurements with respect to the mesoscale variability of WV
and T fields needs to be explored considering their horizontal footprint of not less than 100 km. Networks of
ground-based GNSS receivers are a very interesting option for deriving WV fields by means of tomography or
by the assimilation of SIWV in mesoscale models. IWV and STD fields can be derived routinely, which provide
important information for comparisons with models and DA. However, only a few studies have attempted
to recover the vertical structure of WV fields. Some studies appeared successful [i.e., Champollion et al., 2009]
whereas others suggest that tomographic retrievals have very limited information content on the vertical distri-
bution of water vapor [Meunier et al., 2015]. Currently, it is not clear what 3-D resolution and accuracy can be
achieved with a specific density and coverage of GNSS receivers. There are different possibilities to provide first
guess fields for the retrievals, e.g., from soundings, remote sensing systems, ormodels. It is urgently necessary to
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explore this potential either by impact studies with advanced DA systems using existing networks or by OSSEs
simulating artificial GNSS networks.

WVRL and TRRL require high-power laser transmitters operating in the UV and large receiver optics. Thus, the
power consumption is significantly higher than that of passive remote sensing. The system setup is more
complex, and it is more challenging to realize stable long-term operation. Furthermore, high-power lasers
used in Raman lidar systems typically are flash lamp pumped requiring manual intervention approximately
monthly as the flash lamps have limited lifetimes; this demands trained operators that are capable of this task.
Fortunately, it is possible to replace these lasers by fully diode laser-pumped systems [Metzendorf et al., 2015]
with significantly higher efficiency and longer life time but these are expensive.

Even more challenging is the design of laser transmitters for WVDIAL [Wagner et al., 2013a]. However,
because of the use of the much stronger elastic scattering signal in DIAL systems, the laser transmitter can
operate with an order of magnitude less power to achieve a similar performance as WVRL during the daytime
(see Figures 16 and 25). This allows DIAL systems to use low-power, diode-pumped lasers, which have much
longer lifetimes than flash lamps and hence less manual intervention [Spuler et al., 2015]. Furthermore, the
SNR of lidar measurements can be scaled by increasing laser transmitter power and receiver area leading
to higher precision and resolution (see equation (28)).

For realizing compact and operational Raman lidar and DIAL systems, more research and technical development
is necessary on laser technology, high-power laser optics, and detector systems. A particular gap is the availability
of efficient and compact laser sources in the UV for Raman lidar and in the eye-safe wavelength region
> 1450nm for WVDIAL. Only by overcoming these obstacles and by making these lidar systems commercially
available such as is the case for Doppler wind lidar systems, wewill be able to realize the potential to deploy these
TD lidar systems in large mesoscale networks.

Lidar systems can be set up for all-weather routine operation like ceilometers. However, their range is
limited by optically thick clouds and precipitation so that their coverage of meteorological conditions is
similar to that of an IR spectrometer. Thus, a combination of lidar and MWR is reasonable for extending
the vertical range.

With respect to the vertical resolution, ground-based IR spectrometers are superior to MWR and have the poten-
tial to resolve WV and T gradients close to the Earth’s surface due to the IR spectrometer’s larger information
content. A combination of IR and MW is reasonable for extending the IR measurements through clouds.
However, both techniques degrade in vertical resolution to 1 km at the ABL top so thatWV gradients and T inver-
sion layers can hardly be resolved. The vertical range to get meaningful results is ≈4 km. There are some initial
efforts to combine ground-based and space-based passive IR observations in a single retrieval algorithm and
hence provide a TD profile throughout the troposphere in cases that are clear sky or have a single cloud layer.

In contrast, Raman lidar and DIAL systems maintain a high vertical resolution of the order of 100m through-
out the lower troposphere. By means of scanning applications a very high vertical resolution can be
achieved close to the surface as well. The vertical range of WVDIAL and WVRL as well as TRRL covers the
entire troposphere as long as no optically think clouds are limiting the measurements.

The temporal resolution of passive retrievals is typically 5min. Retrievals at a temporal resolution of 30 s are
possible for IR spectrometers whereas MWRs typically use elevation scanning to improve the information
content [Crewell and Löhnert, 2007], which takes more time. At 5min resolution and the respective vertical
resolution given above, the RMS error of IR and passive remote sensing is 10–20% for WV and ≈1 K for T.
The bias can only be disentangled and specified by comparisons with other reference sensors such as
high-quality in situ radiosondes and lidar systems. Generally, it has been demonstrated that the bias is
< 10% for WV and < 0.5 K for T profiles. However, not much is known yet concerning the long-term stability
of the bias and its dependence on meteorological conditions. In any case, current IR spectrometers and
MWRs are able to fulfill most of the needs summarized in Table 1.

For active remote sensing, it is possible to derive the bias by means of systematic error propagation. The
results have been confirmed by extensive intercomparisons. For WVDIAL and WVRL, the bias is < 5% with
excellent long-term stability. Theoretically, it should be even < 2% for WVDIAL [Späth et al., 2014]; however,
basically no other reference sensor exists to confirm this performance. The bias for TRRL is < 1 K, but more
long-term measurements are still needed in order to investigate its stability.
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The precision of WVDIAL and WVRL measurements for the laser transmitter power and receiver areas as
well as for the vertical resolutions given in Table 2 is 5–10%. This precision can be realized with temporal
averages down to 1–10 s in the daytime CBL. The same holds for TRRL and its capability to resolve T fluc-
tuations and inversions in the CBL. Thus, WVDIAL, WVRL, and TRRL can fulfill basically all requirements
summarized in Table 1.

An extension of coverage and long-term operation as well as an increase of network density for TD profiling
in all climate regions over land and the oceans is technologically feasible now. A remaining gap is the routine
operation of passive and active remote sensing systems on buoys and shipborne platforms. The installation
of remote sensors on these platforms is challenging due to a variety of technical problems. Among others,
pitching and rolling of ships or buoys may alter the pointing stability of these sensors, affecting their perfor-
mances. The implementation of motion compensation techniques may therefore be required. These can be
realized by vertical gyros continuously measuring the orientation andmotion of the platforms in combination
with a computer-controlled actively stabilized scanning mechanism [Hooper and James, 2000]. Pointing
accuracies of 0.1° were achieved in shipborne lidar system for wave heights in the range 3–7m range, with
rolls reaching 20° and pitches reaching 7° [James and Hooper, 1995]. The implementation of remote sensing
systems on offshore platforms, ships, or buoys has to also face with a faster degradation of some of the
optical components included in the transmitting and receiving systems.

Furthermore, it is necessary to exploremore in depth the synergy between in situmeasurements and observa-
tions with remote sensing systems. This will also lead to a technological redundancy for operational purposes.
For instance, the combined use of radio soundings, IR andMWpassive retrievals, WV and T profiling with lidar,
and GNSS RO can contribute to an improved calibration of the sensors and a more robust specification of the
bias in the TD profiles [e.g., Ho et al., 2010]. The combination of FTIR and lidar with MWR and GNSS can extend
the vertical range in the presence of clouds. A combination of ground-based and spaceborne remote sensing
will also contribute to an extension of the vertical range. These examples can be explored based on the
methodologies and on the results presented in section 5 as well as Tables 2 and 3.

6. Summary and Outlook

This review article presents an in-depth overview of the current understanding, simulations, and observations
of the TD structure of the lower troposphere, which is a key component of the water and energy cycles.
Particularly, this review contains a thorough methodological analysis of both passive and active remote
sensing of TD profiles with respect to almost all aspects of system performances.

An overview of the importance of high-resolutionWV and T profiling is given focusing on (1) radiative transfer
as well as water and energy cycles, (2) LSA exchange and feedback, (3) convection initiation, and (4) data
assimilation (DA). It is demonstrated that the observations must cover LSA exchange and feedback processes
in the ABL including entrainment at the top of the daytime convective boundary layer. Furthermore, the
observations must be accurate enough for characterizing the preconvective environment, convection initia-
tion, and the thermodynamic environment of convective systems. The lack of TD profiles with high temporal
and vertical resolutions limits progress in all these areas, which affects not only weather and climate research
but also various related disciplines such as soil, hydrological, and agricultural sciences.

The greatest challenge is the observation of the WV and T variability at the meso-beta to the meso-gamma
scale to address recent advances in Earth system modeling. Over the entire range of nowcasting to short-
and medium-range forecasting, the trend in NWP goes toward a considerable increase in model resolution
down to the grey zone. This requires the development of new observational capabilities capturing the varia-
bility of the WV and T fields with high temporal and vertical resolutions from the surface to the lower tropo-
sphere and covering large geographical areas down to the meso-gamma scale. For seasonal to decadal
climate processes and simulations, these observations are essential for improving process understanding,
measurements of weather statistics, and model verification. This is substantiated by a thorough analysis of
the state of the art of weather and climate modeling.

DA of TD profiles has a great potential for pushing numerical weather prediction (NWP) results in the now-
casting range. For optimal impact, the characterization of the observing error covariance matrix under the
corresponding meteorological conditions is necessary. Further key challenges are the representation of the
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thermodynamic structure of the ABL and the model imbalance at initial time. Both can be addressed by the
DA of TD profiles with mesoscale coverage and short latency. Particularly, a well-designed synergy of TD and
radar networks will likely lead to a substantial improvement of the impact of pure radar data, as the model
imbalance will be reduced by the optimization of the TD environment around convective systems. It is
expected that this approach will lead to a substantial extension of the forecast range to initial time with
improved forecast skill.

Currently, the TD observations are too sparse to address these issues. A detailed overview of the current
observational capabilities is given, and it is confirmed that severe gaps in the measurement of the 3-D WV
and T fields exist. Most of the observations are based on passive remote sensing from satellites which have
limited vertical resolution and accuracy particularly close to the ground. Active remote sensing techniques
based on the GNSS use either RO or retrievals of WV fields using ground-based networks. RO measurements
are possible now down to the LT with high vertical but coarse horizontal resolutions. GNSS tomography using
ground-based networks or the assimilation of STDs has a very interesting potential to recover 3-D WV fields;
however, more research is necessary to understand and to specify the resulting resolutions and accuracies.

Networks of ground-based passive and active remote sensing systems operating in the optical, IR, and MW
spectral regions have the potential to close major gaps with respect to lower tropospheric TD profiling.
However, these are extremely sparse to date. Potential instruments are passive IR spectrometers, MWRs, and
three active remote sensing systems, theWVRL, theWVDIAL, and the TRRL. Bymeans of scanning, both the pas-
sive and the active remote sensing systems are able to measure from the Earth’s surface to the troposphere.
Whereas IR spectrometers provide accurate, vertically resolved retrievals up to cloud bases or 4 km in clear
air, MWRs can reach a range of 4 km even in the presence of nonprecipitating clouds. Lidar systems canmeasure
TD profiles with high accuracy as well as higher temporal and vertical resolutions throughout the troposphere in
the preconvective environment and the environment around convective systems. Consequently, all these tech-
niques are able to close significant gaps with respect to high-resolution TD profiling in the lower troposphere.

What requirements are needed for a future ground-based network of WV and T observing systems in order to
produce a significant impact? This is outlined in an overview of the most important applications of observing
systems in Earth system sciences, which can be separated in four areas: (1) Monitoring, (2) verification and cali-
bration, (3) DA, and (4) process studies. The requirements identified are (1) compact setup in combination with
low cost for purchase and maintenance, (2) capability of operating these systems in networks, (3) possibility of
routine operation in different climate regions, (4) simple data analysis with well-defined error estimates, (5) low
bias (<2–5% systematic error in WV and < 0.5 K in T), and (6) profiling capability with high temporal (10min)
and spatial resolution (a few 100m) in the ABL up to about 3–4 km with a noise error of < 10%.

Particularly, it is important to determine not only mean profiles but also their gradients in the lower troposphere,
e.g., for getting accurate estimates of the ABL depth, inversion layers, and combined variables such as the relative
humidity or the convection inhibition.

What measurement methodologies have the potential to fulfill all these needs? This is one of the central
topics of this review article. It is clear that only remote sensing methods (active and passive) are applicable,
as profiles of WV and T must be measured with high temporal and vertical resolution, accuracy, and spatial
coverage. The various methodologies are discussed, and it is distinguished between retrievals from passive
systems and derivations from active systems. The resulting temporal and spatial resolutions of the profiles
as well as the range are presented.

With respect to GNSS, both GPS RO and ground-based GNSS tomography are solutions for WV profiling in the
lower troposphere. WV profiles retrieved with RO are possible down to ≈1 km with global coverage but
require additional information provided by others sources such as NWP-based temperature and pressure
analyses. Except regions with strong refractivity gradients, the quality of the retrievals seems to be high
enough to permit measurements of WV profiles with small bias and RMS errors. The vertical resolution is high
(≈100m) but the horizontal footprint is relatively coarse (≈100 km). Networks of ground-based GNSS recei-
vers were also considered particularly taking advantage of STDs where profile information may be retrieved
by tomographic techniques or by reanalyses using DA systems.

An extensive analysis of ground-based FTIR, MWR, and lidar methodologies is presented. It turns out that
both passive and active remote sensing technologies fulfill most of the requirements. A smaller bias is
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realized with lidar techniques because they derive WV and T profiles by the unique inversion of the lidar
equation. Calibration of TRRL and WVRL is still necessary but an adequate system design will ensure a high
reproducibility and stability. WVDIAL does not require a calibration making this technique ideal as refer-
ence system. Close to the surface, the vertical resolution of both passive and active remote sensing is very
high; however, in passive remote sensing it degrades close to the ABL top. The vertical and temporal reso-
lutions of active remote sensing are higher from the ABL to the middle troposphere. Both passive and
active techniques provide a characterization of the error covariance matrix in real time. However, due
to the lower bias of active remote sensing, its characterization and separation of the precision may be
more meaningful. In passive remote sensing, an analysis error covariance matrix is provided as well but
the resulting RMS error can contain a bias, which depends on the choice of the first guess database
and the meteorological conditions. Extensive research is still necessary with respect to the comparison
of the performance of passive and active remote sensing systems in different climate regions and under
different meteorological conditions and their synergy.

It is extremely urgent to develop and to apply new observational TD profiling capabilities. Considering the
costs for setup, operation, and maintenance, ground-based networks with high density and large coverage
are most promising to accelerate our knowledge of energy and water cycles from regional to global scales.
Synergetic networks of passive and active remote sensing systems calibrated by TRRL, WVRL, and WVDIAL
are the starting point. Whereas both IR spectrometers and MWRs are commercially available now for use in
operational networks, lidar systems require some additional investment to advance their operational
readiness and make them commercially available. However, an optimal design of future networks of
remote sensing systems that accounts not only for the setup, operation, and maintenance but also for
the expected impact based on measurement resolutions and accuracies as well as density and coverage
is still lacking.

This critical situation demands the following:

1. A strong impulse to the development of low-cost TD profilers both for operation on the land surface and
over the oceans also on shipborne platforms and buoys. Networks fulfilling the requirements derived in
section 4 provide T and WV profiles that can be applied (a) as reference for monitoring as well as for
verification of other sensors and for calibration of satellite data and (b) for DA with very short latency
with minimum requirements set to background information (including their error covariance matrices)
in dependence of different atmospheric conditions.

2. Execution of extensive OSEs and OSSEs for network design and impact studies using existing profiler data
and potential future networks. These studies are fundamental for detecting critical locations of maximum
impact for DA (mesoscale targeting) and to investigate its dependence of network coverage and density.
Furthermore, an optimized network design with respect to representative measurements in complex
terrain will be very beneficial for climate research such as monitoring and model verification.

3. Research on the synergetic use of remote sensing systems with respect to coverage, spatial and temporal
resolution, error characterization, and technological redundancy as well as with respect to their synergy
with other observing systems.

It is highly recommended to start a joint activity of NWP, space, and research centers to actively support these
developments because they will be the most important partners for the design and long-term operation of
these networks and the biggest beneficiary of their products.

Appendix A: Error Definitions

Based on the ISO 5725 standard, we define accuracy as the combination of the bias (systematic error or true-
ness) and the noise error (precision) of a measurement with respect to the true value (see Figure A1). The bias
refers to the closeness of the mean of the measurement to the truth. This systematic deviation cannot be
removed by averaging. The bias can be derived by theoretical analyses, e.g., by end-to-end simulation of
the measurement process. In this case, the bias is constrained to a specified range but typically not to its sign.
The bias can also be specified by comparisons with a reference standard, which existence we assume in the
following. Here the comparison of a set of reference profiles with the remote sensing measurements is used
to derive the RMS error of the observations.
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The RMS error of a passive remote sen-
sing retrieval can be approximated by
the analysis error covariance matrix of
the variational retrieval [Rodgers, 2000].
This assumes both a Gaussian error dis-
tribution of the first guess database as
well as of the noise error of the mea-
sured radiances and the radiative trans-
fer forward operator.

The noise error is given by the shape of
the probabilistic density function (PDF)
of the measurement process (see
Figure A1). The width of the PDF is often
estimated by the noise error standard
deviation. The estimation of the noise
error covariance matrix is not only essen-
tial for retrieval characterizations but also
for DA applications.

In contrast to the bias, the noise error can be reduced by improving the SNR of the measured signals. For active
remote sensing, the noise error can be estimated theoretically, e.g., by noise error propagation. Furthermore, by
means of temporal or spectral analyses of the measured time series, the noise error of single profiles measured
with active remote sensing can be estimated [Lenschow et al., 2000;Wulfmeyer et al., 2010]. For passive remote
sensing retrievals it seems to be challenging—if not impossible—to separate noise errors and bias on a routine
basis, if comparisons with reference sensors are not available. Generally, we can write

qref ¼ qtr þ Bref þ εref (A1)

and

qm ¼ qtr þ Bm þ εm; (A2)

where qref is the mean of the reference measurement, qtr is the true value, Bref is the bias (trueness), and εref is
the noise contribution. The corresponding definitions hold for the measurement qm. The bias of measure-
ment can be estimated by taking the difference Δ between the reference and the measurement:

Δ ¼ qref � qm ¼ Bref � Bm þ εref � εm
Δ ≈� Bm ; if Brefj j; εrefj j; εmj j << Bmj j: (A3)

Thus, the bias of a single TD profile can be determined, if the noise errors of the reference and the measure-
ments are negligible. This is possible with special, low-noise in situ sensors and active remote sensing
systems. Usually a bias statistics is derived using a large set of comparisons under different meteorological
conditions. In this case

Δ ¼ qref � qm ¼ Bref � Bm þ εref � εm ≅ Bref � Bm≈� Bm ; if Brefj j << Bmj j: (A4)

This demonstrates the importance of the development of reference standards for TD profiling.

By a statistical analysis of the intercomparison data also the RMS error
ffiffiffiffiffi
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Figure A1. Definition ofmeasurement variables and errors used throughout
this work for an appropriate comparison or the performance of different
TD sensors. The dashed lines indicate the shapes of the PDFs of the
measurements.
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The last expression holds, if the noise errors of the reference and the measurement are uncorrelated, which
should generally be the case. This expression also confirms that the RMS error, which is only defined for a
large intercomparison data set, is a combination of bias and precision. If the last relation in (A5) is valid

σ2Δ ≈ Δ
2 þ σ2m ; hence; σ2m ≈ σ2Δ � Δ

2
(A6)

so that a separation of bias and noise errors is possible by combining the results of equations (A4) and (A5).

8. List of Acronyms

2-D, 3-D, 4-D two-dimensional, three-dimensional, four-dimensional
3-DVAR three-dimensional variational analysis
4-DVAR four-dimensional variational analysis

ABL atmospheric boundary layer
AERI atmospheric emitted radiance interferometer
agl above ground level

AIRS Atmospheric Infrared Sounder
AMSR-E Advanced Microwave Scanning Radiometer–EOS
AMSU-A Advanced Microwave Sounding Unit-A

AMV atmospheric motion vector
ARM Atmospheric Radiation Measurement Program

AROME limited area weather forecast model of Météo-France
ATMS Advanced Technology Microwave Sounder
AVHRR advanced very high resolution radiometer
BASIL Università della Basilicata

BERTHA Backscatter, Extinction, lidar Ratio, Temperature and Humidity profiling Apparatus
BLUE Best Linear Unbiases Estimator

CAMEX Convection and Moisture Experiment
CBL Convective Atmospheric Boundary Layer

CEOS Committee on Earth Observations Satellites
CHAMP Challenging Mini-satellite Payload

CI convection initiation
CMC Canadian Meteorological Center

CMIP5 Coupled Model Intercomparison Project Phase 5
CM-SAF Satellite Application Facility on Climate Monitoring
CNRS Centre National de la Recherche Scientifique
COPS Convective and Orographically-induced Precipitation Study

CORDEX COordinated Regional climate Downscaling EXperiment
COSMIC Constellation Observing System for Meteorology, Ionosphere and Climate

CrIS Cross-Track Infrared Sounder
CSIP Convective Storm Initiation Project
DA data assimilation

DIAL differential absorption lidar
DICE Diurnal Coupling Experiment
DLR German Aerospace Center (Deutsches Zentrum für Luft- und Raumfahrt)

DMSP Defense Meteorological Satellite Program
DOAS differential optical absorption spectroscopy

D-PHASE Demonstration of Probabilistic Hydrological and Atmospheric Simulation of flood Events in
the Alpine region

DWD German Meteorological Service (Deutscher Wetterdienst)
EARLINET European Aerosol Research Lidar Network
ECMWF European Centre for Medium-Range Weather Forecasts
E-GVAP EUMETNET GNSS Water Vapor Program
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EKF extended Kalman filter
En3-DVAR ensemble three-dimensional variational analysis
En4-DVAR ensemble four-dimensional variational analysis

EnKF ensemble Kalman filter
ENVISAT Environmental Satellite

EOS Earth Observing System
EPOS Earth Parameter and Orbit determination System

ERA-40 ECMWF Re-Analysis of 40 years
ERA-Interim ECMWF-Interim

ESA European Space Agency
EU European Union

EUMETNET European Meteorological Network
EUMETSAT European Organisation for the Exploitation of Meteorological Satellites

FSU Florida State University
FTIR IR Fourier transform spectrometer

GABLS GEWEX Atmospheric Boundary Layer Study
GCM general circulation model

GCOM-W Global Change Observation Mission-Water
GCOS Global Climate Observing System
GDAP GEWEX Data and Assessment Panel
GEO Group on Earth Observations

GEOSS Global Earth Observing System of Systems
GEWEX Global Energy and Water Exchanges Project

GFZ Geoforschungszentrum Potsdam
GLASS Global Land/Atmosphere System Study

GMI Global Microwave Imager
GNSS Global Navigation Satellite System
GOES Geostationary Operational Environmental Satellite
GOS Global Observing System
GPM Global Precipitation Mission
GPS Global Positioning System

GRACE Gravity Recovery and Climate Experiment
GRUAN GCOS Reference Upper Air Network
GSFC Goddard Space Flight Center
GTS Global Telecommunication System

GVaP Global Water Vapor Project
HATPRO Humidity and Temperature PROfiler
HIRLAM HIgh Resolution Limited Area Model

HIRS High Resolution Infrared Radiation Sounder
HOAPS Hamburg Ocean Atmosphere Parameters and Fluxes from Satellite Data

HSB Humidity Sounder for Brazil
HSRL High-spectral Resolution Lidar

HyMeX Hydrological Cycle in the Mediterranean Experiment
IASI Infrared Atmospheric Sounding Interferometer
IfT Leibniz Institute for Tropospheric Research

IGBP International Geosphere-Biosphere Program
IHOP_2002 International H2O Project

IL interfacial layer
iLEAPS Integrated Land Ecosystem - Atmosphere Processes Study

IOP Intensive Observations Period
IPCC Intergovernmental Panel on Climate Change
IPM Institute of Physics and Meteorology, University of Hohenheim, Stuttgart, Germany
IR infrared

JAXA Japan Aerospace Exploration Agency
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JMA Japan Meteorological Agency
JWGFVR Joint Working Group on Forecast Verification Research

KF Kalman filter
KIT Karlsruhe Institute for Technology

LASE Laser Atmospheric Sensing Experiment
LEO Lower Earth Orbiting
LES large-eddy simulation
lidar light detection and ranging
LoCo local coupling
LSA land-surface-atmosphere
LS lower stratosphere
LT lower troposphere

MERIS Medium Resolution Imaging Spectrometer Instrument
MetOp Meteorological Operational satellite
MHS Microwave Humidity Sounder
MM4 Mesoscale Model 4
MM5 Mesoscale Model 5

MODIS Moderate Resolution Imaging Spectroradiometer
MPI Max Planck Institute
MSG Meteosat Second Generation
MSU Microwave Sounding Unit
MT middle troposphere

MTG Meteosat Third Generation
MW microwave

MWR microwave radiometer
NASA National Aeronautics and Space Administration
NCAR National Center for Atmospheric Research, Boulder, CO, USA
NCDC National Climatic Data Center
NCEP National Center for Environmental Prediction

NDACC Network for the Detection of Atmospheric Composition Change
Nd:YAG neodymium-doped yttrium aluminum garnet

NMS National Meteorological Service
NOAA National Oceanic and Atmospheric Administration, Boulder, CO, USA

NOAH-MP National Centers for Environmental Prediction (NCEP) - Oregon State University (Dept of
Atmospheric Sciences) - Air Force - Hydrology Lab of the National Weather Service – Multi-
Physics land surface model

NPP National Polar-orbiting Partnership
NWP Numerical Weather Prediction
OLCI Ocean and Land Colour Imager
OSE Observing System Experiment
OSSE Observing System Simulation Experiment
PDF probability density function

POES Polar Orbiting Environmental Satellite
QPF Quantitative Precipitation Forecasting

Radar radio detection and ranging
RALMO Raman Lidar for Meteorological Observations
RAMSES Raman Lidar for Atmospheric Moisture Sensing

RASC Raman Lidar Japan
RASS radio acoustic sounding system
RHI range-height indicator
RMS root-mean-square
RO radio occultation
RR rotational Raman
RRL rotational Raman lidar
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RTE Radiative Transfer Equation
RUC Rapid Update Cycle

SAC-C Scientific Application Satellite-C
SAF Satellite Application Facilities
SAR Synthetic Aperture Radar

SCOPE-CM Sustained and Coordinated Processing of Environmental Satellite Data for Climate
Monitoring

SEVIRI Spinning Enhanced Visible and Infrared Imager
SGP Southern Great Plains
SRL Scanning Raman Lidar
SSM Special Sensor Microwave

SSM/I Special Sensor Microwave Imager
SSMIS Special Sensor Microwave Imager Sounder

T temperature
TD thermodynamic

TIROS Television Infrared Observational Satellite Program
TRRL temperature rotational Raman lidar
UHF ultrahigh frequency

UHOH University of Hohenheim
UK United Kingdom

UKMO UK Met Office
US United States
UT upper troposphere
UV ultraviolet
VAR Variational
VHF very high frequency

Voxel VOlume pixel
WACMOS Water Cycle Multi-mission Observation Strategy

WACMOS-ET WACMOS Evapotranspiration
WALES WAter vapour Lidar Experiment in Space
WALI Water vapour and Aerosol Lidar
WCRP World Climate Research Program
WMO World Meteorological Organization
WRF Weather Research and Forecasting Model
WV water vapor

WVDIAL Water-Vapor Differential Absorption Lidar
WVRL water vapor Raman lidar
WWRP World Weather Research Program
WWW World Weather Watch

9. List of Variables and Constants

A Analysis error covariance matrix of a DA system or a retrieval
Atel Telescope area
a TRRL fit coefficient
az GNSS azimuth angle
B Model error covariance matrix

Bref, Bm Biases of a reference and standard measurements
Bν Planck’s function
b TRRL fit coefficient
C Refractive index gradient of air
c Speed of light
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cp Specific heat capacity of dry air
DFS Cumulative degrees of freedom
DB Scattering Doppler broadening function
d GNSS data sample

dσRam/dΩ Differential Raman scattering cross section
EL Lidar laser transmitter single-shot pulse energy
ET Evapotranspiration
el GNSS signal elevation angle
FN Net radiation absorbed by the surface and the canopy layer
Fs Downward flux of energy at the surface
FR Lidar receiver filter function

FTOA Net radiation at the top of the atmosphere
f TRRL fit coefficient
G GNSS length partitioning matrix
G Ground heat flux

Gn, Ge GNSS signal gradient functions
g Acceleration due to gravity
h Planck’s constant
H Model forward observation operator
H Heat storage in the soil-canopy layer

HS Surface sensible heat flux
I Ionospheric delay of GNSS signal
Iν Radiative power in dependence of frequency ν

IWV Integrated water-vapor content
J Rotational quantum number
K Weighting matrix

KWV, KT WVRL and TRRL system calibration coefficients
k Boltzmann’s constant
L Latent heat of evaporation

LGNSS GNSS carrier phase length
lGNSS Geometric distance between GNSS transmitter and receiver

M Model forward operator
Mh, Mw Hydrostatic and wet GNSS mapping function

m Water-vapor mixing ratio
Nmol, NWV Molecular and water-vapor number densities

n, i, k Integers
O Overlap function
P Precipitation

PW Precipitable water
P0, PL Lidar transmitter peak power and average power

PS, PRam, PRam, WV, PRam, N2 Lidar backscatter signal power, Raman lidar signal power, Raman lidar water-
vapor and nitrogen signal powers

PB Lidar background signal power
PoR Postfit residual
p, p0 Pressure, surface pressure
Q
→

Vertically integrated water-vapor flux
Q Rotational Raman lidar signal ratio
q Specific humidity

qref, qm Values of reference and standard measurements
qtr True value of measurement
R Observation error covariance matrix

RH Relative humidity
r Range

R
→
0 Surface water runoff
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S Moisture storage in the soil-canopy layer
SNR Signal-to-noise ratio
STD GNSS slant total delay
SIWV Slant integrated water vapor

SL Normalized laser spectrum
T, TM Temperature, atmospheric mean temperature
TOA Top of the atmosphere

t, tr, ts Time as well as GNSS receiver and transmitter clock errors
V
→

Horizontal wind vector
WGNSS Matrix related to GNSS errors

w’ Vertical wind fluctuation
z height agl

ZHD GNSS zenith hydrostatic delay
ZTD GNSS zenith total delay
ZWD GNSS zenith wet delay
αν,, αν Extinction coefficient of species i and overall extinction coefficient in

dependence of frequency ν
αmol,ν, αpar,ν Atmospheric extinction coefficient, separated in molecular and particle

extinction coefficients in dependence of frequency ν
αG,ν, αWV,ν Absorption coefficient of a gas or WV in dependence of frequency ν

βν, βmol, ν, βpar, ν Lidar backscatter coefficient, separated in molecular and particle backscatter in
dependence of frequency ν

βRam, ν Raman backscatter coefficient in dependence of frequency ν
Δ Bias between measurements or between a measurement and the true value

ΔR Range resolution
Δt Laser transmitter pulse duration

ΔνRam Frequency shift due to Raman scattering
ΔτWV Optical thickness of WV between online and offline frequencies in range cell ΔR

δt Averaging time
ε, εref, εm Noise error as well as noise errors of reference and standard measurements

λ Wavelength
λE Surface latent heat flux
μ Weighting coefficient for GNSS tomographic retrieval
ν Electromagnetic wave frequency

ν0, νR Lidar laser transmitter frequency and repetition rate
νRam Raman-shifted frequency of laser transmitter

νB Brunt-Vaisälä frequency
ξ Lidar system efficiency
Π Function of atmospheric mean temperature

ρWV, ρWV′, ρ0 Water-vapor density and its fluctuation, and first guess water-vapor density
field for GNSS tomography

ρest GNSS water-vapor density estimate
ρLW Density of liquid water

σ, σm,σNWV Noise error standard deviation, noise error of mixing ratio or water-vapor
number density measurement

σWV,ν WV absorption cross section in dependence of frequency ν
σRam,ν, σRR,Ji,n Raman backscattering cross section in dependence of frequency ν, rotational

Raman backscattering cross section in dependence of rotational quantum
number Ji and molecule type n

τν Optical thickness in dependence of frequency ν
θ Potential temperature
Φ Potential energy of the atmosphere
Ω Solid angle
Γν Transmittance is dependence of frequency ν
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