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Measurements and Retrievals From a New 183-GHz
Water-Vapor Radiometer in the Arctic

Maria P. Cadeddu, James C. Liljegren, and Andrew L, Pazmany, Member, IEEE

Abstract—A new G-band (183.31-GHz) water-vapor radiome-
ter, developed and built by ProSensing Inc., was deployed in
Barrow, AK, in April 2005, The radiometer is pact of a suite of
instruments maintained by the Atmospheric Radiation Measure-
ment program. The instrument measures brightness temperatures
from four double-sideband channels centered at 41, 43, &7, and
114 GHz from the 183.31-GHz water-vapor line, Atmosphcric
emission in this spectral region is primarily due to water vapor,
with some influence from liquid water. In this paper, data col-
lected in November 2005, December 2005, and Jaunary 2006 are
analyzed. Measurements are compared with simulations obtained
by using a radiative transfer model. We show that the measure-
ments agree well with model simulations. Precipitable water vapor
(PWYV) and liquid water path {LWP) are refricved with a nonlinear
physical algorithm, and results are compared with those from the
colocated dual-channel microwave radiometer and radiosondes,
Retrieval errors are estimated to be below 5% for PWYV and of
the order of 0.006 mn for LWP,

Index Terms—Microwave radiomefry, remote sensing, water-
vapor retrieval, 183 GHz,

I. INTRODUCTION

HE G-BAND (183.31 GHz) water-vapor radiometer
(GVR) is part of a suite of instruments deployed by the
Atmospheric Radiation Measurement (ARM) Program [1] to
improve cobservations of low amounts of precipitable water
vapor (PWV < 5 mm) and low amounts of liquid water path
{(LWP < 50 g/m?). Water vapor, as one of the most variable
atmospheric constituents, is a critical element in the analysis of
local weather patterns, as well as in the-validation of global-
climate models. Accurate water-vapor measurements are es-
sential in assessing the performance of clear-sky radiative-flux
models. Microwave radiometry is also an established methed
to retrieve accurate LWP, which is necessary to the study of the
role of clouds in the earth-radiation balance.
PWYV retrieval errors achieved with traditional lingar statisti-
cal retrievals from microwave measurements are approximately
04 mm, and LWP relrieval errors are aromnd 0.02 mm (or
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20 gim?); however, as shown in [2], a large percentage of clouds
have LWP of less than 100 g/m®. Traditional ground-based
measurements employ two or more channels located in the
spectral region of water-vapor absorption near 22 GHz and one
channel in the window region near 30 GHz where liquid-water
absorption dominates during cloudy conditions. The ARM Pro-
gram has been operating a two-channel microwave radiometer
{(MWR) with frequencies at 23.8 and 31.4 GHz for several
years. During the cold Arctic winter, the amount of PWV is
often less than 3 mm, and clouds with LWP of less than 50 g/m2
are common. In these conditions, the dual-channel MWR. is
operating at the limit of its capabilities with a very low signal-
to-noise ratio. Several authors [2]-[4] have analyzed the origin
of uncerlainties in MWR relrieval. In addition to calibration
issues and the effect of measurement noise, uncertainty in the
liquid-water retrieval can be attributed to the modeling of the
dry-opacity term and to the cloud-liquid-absorption coeflicient.
One result of these uncertainties is that the MWR can retrieve
LWP significantly higher or lower than zero when the sky is
clear (i.e., when there are no liquid clouds).

Because of its increased sensitivity to water vapor, the
183.31-GHz absorption line can help improve water-vapor re-
trievals during the dry Arctic winter. However, the dependence
of brightness temperatures on PWV and liquid water is linear
only in a limited range for this frequency, and a nonlinear
retrieval algorithm is needed. Additionally, the radiometer re-
sponse saturales at a PWYV of approximately 5 mm [5] for
the most sensitive channels. The absorption line centered at
183.31 GHz has been extensively used from satellites [6] and
aircraft {7], however, very few measurements [5], [8], [9] have
been reporfed from the ground. The GVR has been operating
in Barrow, AK, since April 2005, and is the first ground-based
radiometer, operating at 183.31 GHz, permanently deployed
at an Arctic location for the purpose of improving PWV and
LWP relrievals.

The GVR was developed by ProSensing under a Department
of Energy Small Business Innovation Research grant [10]. The
objective of the first year of operation at the North Slope of
Alaska (NSA) site at Barrow was to evaluate its performance.
The purpose of this paper is to analyze the data from the GVR
and 1o assess the instrument’s capability of supplementing the
MWR refrievals in very dry conditions. This paper is organized
as follows. In Section II, a brief description of the instrument
is given. In Sections IIT and [V, measured brightness tem-
peratures are compared to model computations and the effect
of uncertainties in radiosonde (RS) soundings is assessed. In
Section V, the sensitivity of measured brightness temperatures
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to warter vapor and cloud-liquid water are assessed. The retrieval
algorithm is described in Section VI, and in Section VII,
PWYV and LWP retrievals are discussed, refrieval errors are
theoretically quantified, and their dependence on the amount
of PWV is shown. Our data set has also provided us with the
opportunity to carry out an extensive comparison with retrievals
from the MWR and Vaisala RS§92 RS under a range of water-
vapor conditions. Specific attention is devoted in Section VIO
to the analysis of retrieved LWP under clear-sky conditions and
its comparison to retrievals from the MWR. A brief summary
of results is given in Section IX.

II. INSTRUMENT

The GVR [10] measures brightness temperatures from
four double-sideband channels centered at +1, 3, +7, and
+14 GHz around the 183.31-GHz water-vapor line. Atmo-
spheric emission in this spectral region is primarily due to water
vapor, with some influence from liquid water. The 183,31 &
14-GHz channel is particularly sensitive to the presence of
liquid water. Bandwidths for the four channels are 0.5, 1.0,
1.4, and 2.0 GHz, respectively. The GVR started collecting data
successfully immediately after deployment. On the first day of
collection, it was found that a radar operated by the U.S, Air
Force in the vicinily of the radiometer was causing a strong in-
terference with all channels, in particular, the 183.31 4+ 1-GHz
channel. The problem caused frequent regular spikes in the
data, To eliminate this effect, a filter was applied to all frequen-
cies. The [ilter acts to ensure that each data point is bounded
within the range of intensities defined by its neighbors. For each
data point, the maximum and minimum values of the first four
neighbors are determined. If the dilference between the point
and the maximom (or the minimum) is greater than a fixed
threshold (in this case, set to 3 K), the peint is replaced with
the average of the [our neighbors. This filter is less smoothing
than a traditional median filter as it trades noise suppression
for temporal resolution. For the purpose of this analysis, data
collected during cold days (surface temperatures ol less than
255 K) were chosen to avoid excessive noise arising from
thermal instability during warm periods.

The GVR is calibrated vsing a warm (~293 K) and a
hot (~333 K) FIRAM-160 absorber. The absorbers are tilted
by about 10° to ensure a better than —60-dB reflectivity or
0.999999 emissivity. The resulting absorber-brightness temper-
atures are taken to be equal to their physical temperature. The
warm load “floats” at the internal temperalure of the GVR
enclosure. The hot load, packaged in an insulated box with
a Mylar window, is conveclion heated: Behind the absorber
(opposite of the Mylar window) is a heated metal plate and
a row of [ans. The fans circulate the air around the load
indirectly heating it. Resistance temperature detectors placed
at several locations in and around the hot load indicates that
the maximum temperature differences are less than 0.5 K. The
average temperature reported by sensors is used as the hot-load-
equivalent brightness temperature. The accuracy of the lemper-
ature sensors is approximately 0.2 ¥, making them the most
significant source of calibration ervor. This is because a +0.2-K
error at the 333-K hot-load temperature and a —0.2-K error at
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Fig. |. DBrightness temperatures measured by the GVR during the month of
January. Model computations during clear-sky conditions are shown as circles,
diamonds, triangles, und squares. High noise Jevel between day 15 and 20 is
due 1o thermal instability of the instrument.

the 293-K warm-lead temperaiure will amplify to a —2.8-K
error at a 33-K sky-brightness temperature. The metal mirror
of the radiometer continuously cycles between the warm load,
hot load, and the sky, calibrating the instrument once every 10 s.
This calibration is sufficiently frequent, as the Allan-Deviation
stability of the GVR 1eceiver was measured to he less than
0.05 K at a AT of 1000 s. The operational calibration of the
GVR was independenily verified in the spring of 2006 with an
exiernal calibration load. A larger insulated hot-load convection
chamber was constructed with a higher precision temperature
meter and sensors, calibrated with a NIST-traceable voltmeter
and temperature prebe with a 0.05-K absolute accuracy. The
measured absolute crror was less than 2 K in the four receiver
channels over the brighiness-temperature-measurement range.
The brightness temperatures used in this paper are the ones
originally obtained from the instrument. The revised calibration
produced a slight {~1 K} increase in the brightness tempera-
tures of the £1 and +3-GHz channel, slightly improving the
agreement with the model. In the next section, we will apply the
calibration correction to a few cases to determine the possible
contribution of calibration uncertainties to the measurement.

M. MEASUREMENT-MODEL COMPARISON

The GVR has been operating continuously at the NSA site
at Barrow, since April 2005. This analysis will cover data
collected only during the cold winter months (November 2005
January 2006), when low-humidity conditions prevailed. A time
series of data collected in January 2006 is shown in Fig. 1.
Some periods of enhanced noise are visible during days 15-20.
Temperature instability in the radiometer was responsible for
the noise. Additional periods of enhanced noise (not shown)
are present during the months of November and December.

Simulated brightness temperatures, shown in Fig. 1, were
computed by using the radiative transfer code MonoRTM
[11] with the HITRAN database line parameters [12] and
the Clough-Kneizys—Davies 2.4 continuum [13]. For the
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TABLE 1
MEAN AND STANDARD DEYIATION OF MEASURED-MINUS-MODELED
BRIGHTNESS TEMPERATURES AT THE NSA PROM
NOVEMBER 2005 TO JANUARY 2006

) s Standard
Stiu_ld«_ud Mean Stﬂl_ldf}rd deviation of
F , Mean deviation 5y deviation R
requency .\ 4 N=30 2 N=24 clear-sky
(GHz) ) ' (KJ) (K) l’") measurements
(K N=1208
183341 —3.57 2.24 -3.28 2.36 0.74
18333 -2.88 2.05 292 222 0.91
1833+7 231 227 1.62 1.82 0.87
1833+ 14 0.96 318 -0.3 1.61 0.76

comparisen monochromatic, computations at 100-MHz inter-
vals were averaged over the full-channel bandwidth. Only RS
data collected during clear conditions were used to compute
brightness temperatures. The infrared temperature at 10 pm,
measured by a Wintronics KT-19.85 thermometer located at
the site, was used to select clear-sky cases. When the measured
temperature was less than 224 K, the sky was considered fiee
of liquid-water clouds. The clear-sky screening dramatically
decreased the amount of data available for the comparison.
RSs (Vaisala RS92) were launched at the NSA site once a
day, five days a week. The original number of RSs available
was 53 (17 in November, 18 in December, and 20 in January).
Once data were screened [or clouds, only 30 cases remained
(11 in November, 10 in December, and 9 in JTanuary). Between
the 15th and 30th of November, the radiometer experienced
thermal instability. The radiometer temperanire set point was
decreased from 25 °C to 15 °C in several steps. Six data points
of the comparison were affected by the change, and they have
been identified in the following discussicn. Mean and standard
deviation of measured-minus-modeled brightness temperatures
are displayed in Table 1. In the second and third columns, the
results for the 30 points are shown. In columns five and six are
the resulis obtained if the period of thermal instability at the end
of November is removed. In the fifth columin.is the standard
deviation of a sample of 1208 points collected during clear-
sky condifions at the highest rate (~8 polnts/min). Agreement
between measurements and observations is between 2% and 3%
at all frequencies. Large discrepancies between measured and
modeled brightness temperatures at similar frequencies were
recently reported in [5]. The improved agreement observed in
this comparison can be attributed, at least in part, lo improved
RS measurements as discussed in the next section, Mean bi-
ases were between 0.7 and 3 K and rool mean-square {rms)
differences between 3 and 4 K over the range of brightness
temperatures from 50-250 K. A scatter plot of measured and
modeled brightness temperature is shown in Fig. 2. The larger
discrepancies are observed at 183.31 £ 1 GHz, where the
model overestimates the measurements by about 4 K. The
overeslimation has a slight dependence on the brightness tem-
perature itself, as shown in the upper left quadrant of Fig. 2,
where the slope is 0.89, The reason for the poor agreement
at this frequency is not clear. Westwater ef al. [4] showed a
similar comparison of measurements and model computations
using the ground-based scanning radiometer and Vaisala RS90
RSs launched at two near-by sites. Their results showed an
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Fig. 2. Scatter plot of clear-sky measured (2 axis) and modeled (y axis)
brightness temperatures. Data were collected on November 2005 through
Tanuary 2006 (N = 24}. White circles are the six points during November 15—
30, which are excluded from the statistics due to thermal instability of the
radicmeter.

s error between measurements and model of about 34 K,
comparable to our result, however, their agreement with the
+1-GHz channel was slightly better than in this paper, They
found that differences between formulations of the water-vapor
continuum contributed to differences in biases of the order of
1-2 K. The model used in this paper has a self-broadening
coefficient that is about 11% smaller than the one used in [4].
This may partially explain why the agreement at this frequency
is poorer than expected. In the same figure, the six points
collected during the pericd of thermal adjustment are shown
as empty circles. They show an increased scatter with respect
to the other points. Near-simultaneous RS launches at Barrow
produced differences of 1-1.5 K in model-calculated brightuess
temperatures. These differences can be used to estimate the
effect of uncertainty due to RS measurements [4].

IV. EFFECT OF STRATOSPHERIC WATER
VAPOR ON MODEL COMPUTATIONS

One possible source of discrepancies between measure-
ments and model computations is the uncertainty in upper
tropospheric and stratospheric soundings from RSs. This is
because, as shown in [5], the weighting functions of the &1 and
=+3 channels increase with height when the PWV amount is less
than 2.5 mm. From comparison with National Weather Service
(NWS) AIR VIZ RSs, [5] and {14] estimated that the error
contribution due to RS uncertainties could be as high as 10 K
or 20 K, A detailed discussion on the Vaisala RS92 humidity
sensor and its sources of errors can be found in [15]. The
nighttime accuracy of Vaisala RS92 measurements in the upper
troposphere and stratosphere, expressed as an error percentage
(in percent) in reference to a Cryogenic Frost Point Hygrometer
readings, was estimated in the same study [15, Table 3] to be
—13% + 14%.

To assess the effect of this uncertainty on the computed
brightness temperature, we analyzed the only six soundings
with a PWV of less than 2,5 mm (shown in Fig, 3). The profiles



2210

W T LI B | L L Iy |
- wy=1,70 mng| I pwv=2.17 m]| B pwv=2.34 mm-|
25 1 0 10 5
€ 2l 4 [ ]
Enp . { n -
= 15—1\ - t’ k‘; ]
B [} 41 K L& -
T | ¢ AN i
s - Y -
- \ L { 4
ol 13 L, TE I T
A0 0 A6 80 -40 0 40 80
Wpr o porgorg ] T
3 wy=2.28 mini} pwv=1.60 min B
5y SR T
= 3 1 ] Fod
E wp1 4 r! -4
T sl 1 [ o
£ orf 1 i -/
= 2 7 i
o gk -4 i £
T - H [
. E -t s
N - — N
L ~, R LN LN
gl t A P =N D CLh
40 0 40 80 -6 9 40 80 -0

Temperature (°C), Relative Humidity (%)

Fig. 3. Six RS soundings used to assess the effect of errors in the soundings
above 10 kin. The dashed line is the temperature profile (in degrees Celsius}
and the solid line is the RH profile (in percent).

03

A—aplve=160k
e rovm] 611 1833 +- 3

LI
x—% pwvv=1.61mm 183.3 41

G—O vy 170 mm -
G—&1 pwv=2.17 mm
[3e—s pwv=2.28 mm
to—g pury=2.34 mm,

=
o

=
B

=
Lt
T
|
L
=]
—

=
=]

I I
183.3 47

Brightness temperature difference (K)

0.04 -

0 0 40 b B 100 0 20 40 60 Ry 00
Percentage Error (%) Percentage Error (%)

Fig. 4. Differences between brighiness temperatures computed lrom modified
and original soundings. Tn the modificd soundings, the RH above 10 km was
changed according to0 RH(Z) = {1 + €)RHg,;ig (2) with & > 0.

were extrapolated to 25.5 km and the brightness temperatures
computed. The relative humidity (RH) in the layers above
10 km was then expressed as

RH(E) = (1 + £)RHpyi (1) (N

where RH,,ig is the original RS profile and 0 < £ < 1, Bright-
ness temperatures were then computed for ten different values
of e. The differences between brighiness temperatures com-
puted from the modified (¢ > 0} and original (= = 0) profiles
are shown in Fig. 4 for the four GVR frequencies. Whene = 1,
the percentage error of the original measurement is 100% (the
RH s doubled). In Fig. 4, the six profiles are shown individually
to highlight the dependence on the PWV, The two profiles with
a PWV of 1.6 mm show the strongest dependence on changes
in the stratospheric waier vapor as expected. In our simulation,
even assuming an error of 100%, the difference in the simulated
brightness temperatures is less than 1 K for the 183.3 & 1-GHz
channel when the PWY is 1.6 mm. For the same percentage
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error, the 183.3 & 3-GHz channel has a maximum difference in
brightness temperature of 0.3 K. The remaining two channels
do not display a large sensitivity to upper layer errors, with
differences of less than 0.1 K. Since PWV of less than 1.5 mm
was 1ot encountered during the time examined, the effect
of siratospheric water vapor on even dryer profiles will be
the subject of a more detailed subsequent study, when more
soundings will be available. The effect of RS uncertainties in
the lower troposphere will be studied as well. Since [3] and
[14] reported brightness-temperature differences as high as 10
or 20 K associated with certain types of humidity sensors, we
attempied to reproduce such results by arbitrarily setting the RH
of all layers above 10 km to a value of 20% (e ~ 6). This gives
brightness-temperature differences as high as 8 K for a PWV
of 1.6 mm consistent with the previously mentioned findings.
NWS RSs have been found to be largely incorrect in their upper
troposphere measurements by [E6]. We estimate a percentage
error of 600% for the R392 RS 1o be unrealistic even in very
dry conditions. In Table II, {or each profile, we summarize the
difference between modeled and measured brightness tempera-
tures, the pessible contribution due to errers in the layers above
10 km and estimated measurement errors based on the revised
calibration described in the previous section,

V. SENSITIVITY TO PWV AND LWP

The sensitivity of the GVR channels (o the presence of water
vapor is much stronger than that of the 22-GHz water-vapor
line [5]. In Fig. 5, the dependence of GVR-measured clear-
sky brightness temperatures on PWV is shown. The PWV is
retrieved from the MWR measurements. The circles, diamonds,
triangles, and squares are model computations from one year of
RS data. Fig. 5 shows the nounlinear response of the GVR to
water vapor as well as the saturation of the channels close to
the line center. These resulls are consistent with those of [5],
which estimated the sensitivity to PWV at these frequencies to
be approximately 30 times higher than at the frequencies of the
MWR for PWYV less than 2.5 mm. To assess the sensitivity to
LWP, three months of RS data (clear and cloudy) were used
to compule brighiness temperatures. Because the RSs do not
measure liguid water, differences between model and measure-
ments were attributed to the presence of liquid-water clouds.
Fig. 6 shows the difference between measured and modeled
brightness temperatures as a function of LWP retrieved with
the MWR, Because Lhe uncertainiy in MWR retrievals is about
20 g/m?, data with LWP < 0.02 mm were considered clear.
For comparison, the same difference is shown for brighimess
temperatures measured by the MWR, The ratio ATb/ALWP,
the slope of the linear fit, is an indication of the sensitivity to
LWP. In Table IT1, the slops is displayed for the two MWR chan-
nels and for two of the GVR channels. The 183.31 £ 14-GHz
channel has a sensitivity that is about 3.5 times greater than the
31.4-GHz channel of the MWR.

VI. RETRIEVAL ALGORITHM

A nonlinear algorithm was used to retrieve LWP and PWV
from GVR measurements. The algorithm is a Gauss—Newton
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TABLE II
BRIGHTNESS-TEMPERATURE DIFFERENCES
N Brightness tt:m[)ﬂ[‘iltlll'e differences Nates
Profile PWY (K}
{yyfmin/dd) | (mm)
183.3£1 | 183343 | 18337 | (833%14
05/12/06 2.17 —5.74 ~-6.84 —1.60 —3.04 (1) Measurements-Model {e=0)
-0.14 -0.09 -0.05 —-0.02 (2) Made] (e=0)-Model (e=+50%)
-0.28 -0.19 —0.10 -0.05 (3) Model (e=0) ~Model (e=+100%)
G935 0.61 0.39 —0.02 (4) Recalibrated—Original Measurements
0512421 2.34 -3.06 -1.85 1.84 -1.06
-0.13 -0.12 -0.07 -0.03
-0.27 .24 -0.14 -0.07
1.03 0.72 G4 0.007
06/01/04 228 0.39 0.54 3.04 -0.76
012 ~0.06 -0.03 —0.02
-0.24 -0.12 -0.07 0,07
1.02 0.76 0.50 0.044
06/01420 1.60 —6.58 —5.14 0.235 -1.24
-0.40 ~-0.16 —0.06 ~-(.03
-0.80 -(.31 —0.12 .06
0.67 037 028 -0.08
06/01/26 §.60 —6.84 -5.93 -1.63 =245
-0.39 —0.14 —0.06 -0.03
-0.79 —0.29 -0.12 —0.06
0.06 0.36 0.26 ~0.09
» ' ! I ‘ I I s I I “r . M\:'\.fR 21:3 B Glil E } l
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Fig. 5. GVR-measuzed brighiness temperatures as a funclion of PWV
retrieved from the colocated MWR. Data are for noncloudy conditions only.
The circles, diamonds, triangles, and squares are modef computations from
one year of RS data. The nonlinear response o PWYV is evident in the +1 and
+3 channels.

method [17] that {inds the zeroes of the gradient of the cost
function J

T=[y-TFE)|"E? [y — B} + [x —xa] T 851 [x — xq]
0

where the superscript T indicaies the transpose matrix. In (2),
x is a 27-element vector whose first element is LWP and whose
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Fig. 6. Sensitivity of GYR-measured brightness temperatures to LWP. The
LWP on the 2 axis is retrieved from Lhe colocated MWR.

remaining 26 levels constitute an RH profile between 0 and
10 km. The a priori constraint x, is computed from one year of
RS data with covariance S,. The vector of computed brightness
temperatures is F(x), and y is the vector of the GVR measure-
ments with error covariance K. The minimization is achieved
by successive iterations starting from a first-guess profile of
temperature and RH. The first-guess profiles are rétiieved by
linear statistical regression from measurements collected by
the 12-channel Microwave Radiometer Profiler (MWRP) [18].
At each iteration, the contribution of stratospheric water vapor
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TABLE III

SLOPE OF LINEAR-REGRESSION FIT

Frequency

Slope

ATB/ALWP
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(GHz) (K/mm)
2318 38.53
314 38.71
18337 130.39
1833+ 14 205.92
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Fig.7. Example of standard deviation for a retrieved RH profile. The solid line
is the prior standard deviation. The postmeastrement covariance is the same as
the prior in the region where measurements are not contribuling to the retrieval.

was accounted for by adding a layer of constani temperature
and humidity (3%) between 10 and 25 km. For the retrieval
computations, we used a monochromatic approximation in-
stead of the [ull-bandwidth integration. This will introduce
a systematic error in the £7- and -+£14-GHz channels that
have the largest bandwidth. Negative TWP are set to zero
during the iteration process, however the constraint is relaxed
on the last ileration. The criterion for convergence is that the
difference between two successive estimations be smaller than
a predetermined threshold: z,, .1(1) — 2, (L) < 0.005 mm and
Tpp1 (£ — 2 () < 20% for 2 = 2,27, Upon convergence, the
algorithm returns the estimated vector & and its error covariance
Sx. The posimeasurement covariance matrix S, is defined as
1

Sx = (K'ET'K +8,") (3)

where K is the Jacobian K;; = 8f;(2)/02;|x=xn. The ma-
trix Sy is an indication of how well the rewieval performs
with respect o lhe climatologic average used as statistical
constraint. The square roots of its diagonal elements are the
standard deviation of the retrieval error at each layer. [n Fig. 7,
an example of +/55(%,8) is shown with /S, (7,4}, the prior
standard deviation, In the region where the measurements are
not contributing to the retrieval, the standard deviation tends
to the @ priori constrainl. This is noticeable at the very top
layer, where the information from the measurements is low, and
the botiom layer thal is the surface-sensor measurement. The
postmeasurement standard deviation is smaller than the prior
in the region where the measurements are contributing. Factors
contributing o the total retrieval covariance are measurement
noise, forward model errors, and errors due to the use of a
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Fig. 8. Time series of PWV and LWP retrieved by the MWR and the GVR
in January 2006. The MWR-rctrieved parameters are §lightly higher than the
GVRs. The bottom panel is the infrared temperatire measured by the 10-pm
infrared thermometer located on top of the MWRP,

low-resolution atmospheric profile. In addition, any error in
the instrument calibration will appear as a bias in the final
result. The retrieved relative-humidity vector is first converted
to specific humidity and, then, integrated to obtain PWV, The
retrieved PWV error covariance is estimated following [17], by
applying a transformation h to S,

Spwy = hT8,h. 4

In this case, h is the vector. MFsa(T)Ap necessary to
convert RH to PWV, where T (T) is the layer average
saturation mixing ratio (dependent on temperature T') and Ap
is the layer pressure gradient. The standard deviation of the
retrieval error is

SPWV (3

enwp = v Sz {1, 1) (6)

EpwWV =

VII. RETRIEVAL RESULTS

A time series of retrieved PWV and LWP for January 2006
is shown in Fig. 8. Data were collected during prevailing
fow-humidity conditions, GVR retrievals have the same time
resclution {5 min) as of the MWRP retrievals used to initialize
the algorithm. The top panel is the retrieved LWP, while the
middle panel is the retrieved PWV, In the bottom panel, infrared
temperature measured by the Wintronics KT-19.85 infrared
thermomeler is shown. On the two top panels, the solid (gray)
and dashed {(black) lines are the GVR and MWR retrievals,
respectively. The MWR relrievals are based on an a priori
linear statistical retrieval trained with several years of in situ
RS measurements. Gaussian noise with a standard deviation of
0.5 K is added in the retrieval to simulate a real instrument. The
radiative transfer model MonoRTM is used in both retrievals,
In the nonlinear physical algorithm for the GVR, a liquid-water
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Fig. 9. Scatter plot of MWR-retrieved (x axis) and GVR-retrieved (1 axis)
PWYV (data are Irom two weeks in December and JTanuary), N = 6912,

layer is inserted between 0 and 1 km. Computed brightness
lemperatures are independent of the location of the liquid
layer, since the liquid-water-absorption model is not pressure
dependent, although, it has a slight temperature dependence.
Cimini et al. [19] show that liquid-water-weighting functions
at these [requencies are constant in the first 5 km, The first
noliceable feature of the comparison is that the GVR retrieves
less LWP than the MWR. This is generally true during clear-
sky conditions, as it will be shown later, however, it is also
true under cloudy conditions. In the absence of additional
LWP measurements, it is difficult to assess the accuracy of the
LWP retrievals. The LWP retrieval error computed from (6)
varies linearly belween 0.004 and 0.012 mm as a function of
PWYV, while the difference between MWR-retrieved and GVR-
retrieved LWP increases linearly with the LWP. Although pre-
vious studies have shown that MWR retrievals of liquid water
may be too high at times, it is possible thal the differences in
the retrievals may be due to issues in the iteralive retrievals used
for the GVR. Additional investigation is needed fo clarify this
point, especially the role of the prior information and statistical
consiraints. It is also important to notice that we neglected the
possible effect of scattering on the 183.3 £ 14-GHz channel,
The sensitivity of this channel to ice scatlering was estimated
by [19] and found to be negligible (< 0.6 K) at the frequencies
analyzed here for typical winter ice clouds. Since the presence
of ice water path {1WP) will increase the brightness lemperature
observed by the 183.3 £+ 14 GHz channel, the presence of TWP
would be interpreted as a contribution [rom liquid clouds,

In Fig. 9, a scatier plot of MWR- and GVR-retrieved PWYV
is shown for cloudy and clear-sky cases during the two weeks
in December 2005 and the two weeks in January 2006. When
the PWV is very low (PWV < 4 mm), il appears that the GVR
refrieves less PWYV. The difTerence between the PWV averages
(MWR — GVR) is 0.3 mm, Fig. 10 shows that the PWV
error percentage, as estimated [rom (5), varies approximately
between 2% and 4.5% for a range of retrieved PWV between
1.5 and 7.5 mm. Fig. 11 shows a comparison of retrieved PWV
with measurements from Vaisala RS92 RSs during the months
of November, December, and January. The expected accuracy
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December, and January (N = 41). The arrow indicates one case where the
MW RP-retrieved temperature profile was largely incorrect (see Lext for delails).

of RH measurements for the Vaisala RS92 RS is estimated at
about 5%. This iranslates o a PWV accuracy of less than I mm.
The diamonds are MWR retrievals, while empty circles are
GVR retrievals using the MWRP-retrieved profile to initialize
the algorithm. For the cases shown in Fig. 11, the MWR slightly
overestimated water vapor when RS measurements were below
3 mm. In contrast, GVR relrievals slightly underestimated
(0.1 mm) PWYV. In addition to the total retrieval error defined
in (5} and shown in Fig. 10, we examined the influence of
the first guess: We carried out the reirieval in proximily to RS
launches and used the RS profiles, as the first guess, instead
of the MWRP-retrieved profiles. Wang et al. [20] showed that
an unrealistic first guess could influence the cutcome of the
water-vapor retrieval at these frequencies even if a stricter
convergence criterion is imposed. The uncertainty in MWRP
RH proiiles is estimated to be about +20%, however, it may
exceed this value. The results of this exercise, shown in Fig. 11
as black filled circles, suggest that the uncertainty, related to
the RH first guess, is not a large source of error. However,
upon closer examination, it was found that uncertainties in the
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temperature profile derived from MWRP measurements were
responsible for some of the diserepancies in the retrieved PWV.
For example, for the data peint indicated by an arrow in Fig, 11,
the MWRP-retrieved temperature profile overestimated the RS
profile by about 5 K below 2 km and was underestimated it
above 2 km, reaching a maximum difference of about 10 K
at & km. When the relrieved temperature profile was used
instead of the RS profile in the conversion from RH 1o PWY,
the PWV decreased from 6.41 to 6.14 mm, The uncertainty
in the temperature retrieval is niore prominent during clear
conditions, because the radiometer is not able to accurately
reproduce pronounced low-level temperature inversions.

VI, CLEAR-SKY LWP RETRIEVALS

The analysis of LWP retrieval under clear-sky conditions is
important to assess uncertainties that will affect LWP retrieval
under cloudy conditions, In the absence of clouds, the LWP
should be zero, however, becaunse of uncertainties in the con-
version from brightness temperature to physical qnantities, the
retrieved LWP will not be exactly zero. Uncertainties in the
MWR clear-sky retrievals have been analyzed in [2] and [4] and
have been attributed to modeling of the dry opacity term and to
the cloud-lignid-absorption coefficient. This effect will lead to
the retrieval of a positive amount of LWP even when the sky
is clear. MWR-retrieved amounts during clear days can be as
large as 20 g/m?, At 183.31 GHz, the effect of uncertainties
in the oxygen line modeling should be negligible; therefore,
uncertainties related to this term should not affect the retrieval.
Both MWR and GVR retrievals use the same liquid-watet-
absorption model of [21]. A distribution of reirieved clear-
sky LWP from the two instroments is shown in Fig. 12 for
January 6-8. On the left panel is the MWR retrieval, and on
the right panel, is the GVR retrieval. Both retrievals display
a positive bias, The positive bias (~(0.013 £ 0.04 mm) in the
MWR retrievals is partially due to the modeling of the dry
opacity as mentioned earlier. GVR retrievals have less bias
(~0.005 4 0.002 mm). Results in Table II suggest that un-
certainlies in the assumption of water-vapor distribution above
10 km are not a significant source of error in the LWP retrieval;
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however, the monochromatic approximation will introduce an
error in the modeled brightness temperatures at the two fre-
quencies (183.3 & 7 and £ 14 GHz) that arc sensitive to
liquid clouds. In addition, the model-measurement bias in the
183.3 = 1- and + 3-GHz channel (Table T} will contribute to
the retrieval error. The observed differences between model
and measurements could come from the modeling of the line
absorption (most probably the line half-width parameter) and
from uncertainties in brightness-temperature measurements. As
mentioned in Section 111, differences in the formulation of
the water-vapor continuum were found to cause differences of
1-2 K in modeled brightness temperatures [4]. In addition,
the value of the self-broadening parameter of the 183.3-GHz
line from HITRAN is about 11% smaller than the value used
in [4}. Uncertainties in the measurements can be caused by
inaccurate measurements of the temperature of the reference
loads. Although these could lead io errors of more the 2 K in
the coldest channel, such errors were not detected when the
calibration was verified using a more accurate calibrator, as
described in Section IT and shown in Table 1T for five cases.

TX. CONCLUSION

We have analyzed a set of measurements from a GVR during
the Arctic winter, The instrument was designed to improve
water-vapor and liquid-water retrigvals needed in radiance sim-
ulations and climate models for very dry conditions, This is the
first time such an extensive set of ground-based data has been
available at these frequencies.

We have compared measurements with model computations
and developed a retrieval algorithm for PWV and TWP, For
the comparison with the model, we computed brightness tem-
peratures using the full-channel bandwidth. Differences be-
tween measurements and model were 2%-3% for all channels.
The largest discrepancies were found at frequencies close to
the line center (+1 + 3 GHz). Possible sources of error in the
comparison are; model uncertainties; errors in RS soundings;
and inaccurate calibration. Model uncertainties due to different
water-vapor continuum and line parameters have nol been
examined in detail in this paper, however, from previous studies
[4], [5] and additional simulations (not shown), they have
been estimated to contribute ~1-2 K to the model uncertainty.
The errors associated with RS soundings above 10 km were
examined by analyzing six representative cases with PWV of
less than 2.5 mm. It was found that, in the range of PWV
encountered dming the period analyzed (PWV > 1.6 mm),
these errors have a magnitude of ~0.8 K at the most. Errors
in dryer (PWV < 1.5 mm) conditions as well as errors due
to uncertainties in the lower tropospheric soundings were not
addressed in this paper and are left for a further study. Finally,
calibration accuracy was estimated by comparing the original

_data {calibrated using a temperature sensor specified for a

+0.2-K exror) with a more accurate calibration load specified to
have an accuracy of 0.05 K. The measured absolute error was
less than 2 K in the four receiver channels over the brightness-
temperature-measurement range. The revised calibration pro-
duced a slight increase in the brightness temperatures of the
+1- and £3-GHz channel, slightly improving the agreement
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with the medel; however, the magnitude of the correction was
< 1 K at all frequencies.

A refrieval algorithm was developed for PWV and LWEP,
and results were compared with the colocated MWR retrievals
and with RS measurements. The retrieval algorithm was imple-
mented using a monochromatic approximation for all chamnels.
While this approximation does not introduce a substantial error
in the +1- and £3-GHz camels (~0.5 K), it does have a
noticeable effect (1-2 K} on the two remaining channels.

Retrievals vsing the GVR measurements generally produced
lower values of LWP than did retrievals using the MWR
measurements. GVR clear-sky LWP retrievals for two days in
January have about half the mean and standard deviation of
corresponding MWR retrievals. Retrieval errors under clear and
cloudy conditions were estimated to vary between 0.004 and
0.012 mm, and the difference in the LWP retrieved by the two
instraments increased at larger TWP amounts,

PWYV retrieved from GVR measurements was compared
with that rerieved from MWR measurements and computed
from RS soundings. The GVR retrieved less PWV than the
MWR when the PWVY was less than ~3 mm showing a bet-
ter agreement with RS soundings. Retrieval errors have been
estimated to be below 5% when the PWV is in the range of
1-8 mm The MWRP-retrieved humidity profiles used as first
guess {estimated error of £20% RH) did not have a noticeable
effect on the retrieval; however, MWRP-retrieved temperature
profiles used in the conversion [rom RH to PWV were found
to introduce errors of as much as 5% in the retrigval. This
error is more pronounced during clear conditions when low-
level temperature inversions are present and can be addressed
by using more accurate temperature retrigvals.
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