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Abstract—Brightness temperatures computed from five 

absorption models and radiosonde observations were analyzed by 
comparing them with measurements from three microwave 
radiometers at 23.8 and 31.4 GHz. Data were obtained during the 
Cloudiness Inter-Comparison experiment at the U.S. Department 
of Energy’s Atmospheric Radiation Measurement Program’s 
(ARM) site in North-Central Oklahoma in 2003. The radiometers 
were calibrated using two procedures, the so-called instantaneous 
“tipcal” method and an automatic self-calibration algorithm. 
Measurements from the radiometers were in agreement, with less 
than a 0.4-K difference during clear skies, when the 
instantaneous method was applied. Brightness temperatures 
from the radiometer and the radiosonde showed an agreement of 
less than 0.55 K when the most recent absorption models were 
considered. Precipitable water vapor (PWV) computed from the 
radiometers were also compared to the PWV derived from a 
Global Positioning System station that operates at the ARM site. 
The instruments agree to within 0.1 cm in PWV retrieval. 
 

Index Terms— GPS, microwave radiometry, microwave 
propagation, radiometric accuracy, water vapor. 
 

I. INTRODUCTION 
ROUND-BASED microwave radiometers (MWRs) have 
been widely used to measure brightness temperatures 

(TBs) to derive atmospheric precipitable water vapor (PWV) 
[1]–[3]. In particular, MWRs at 23.8 and 31.4 GHz have 
shown high reliability for the accurate estimation of this 
parameter [3], and they are currently operational at the U.S. 

Department of Energy’s Atmospheric Radiation Measurement 
Program (ARM) climate research facilities [2]. Additionally, 
the use of the Global Positioning System (GPS) for the 
measurement of PWV has generated great interest in recent 
years. This interest is due to the large number of available 
permanent stations and to low instrument and maintenance 
costs. Moreover, this technique allows data assimilation of 
PWV into operational weather forecasts [4].  
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Comparisons of PWV from MWR, GPS, and radiosondes 
(RAOBs) are described in [5], [6]. Inter-comparisons of PWV 
estimates from MWR with different techniques, including 
Raman lidar [7], satellite near infrared (IR) reflectance and IR 
emittance techniques [8] have also been made. All of these 
comparisons depend on the accuracy of the sensors and on the 
forward model used in deriving PWV from the MWR. 

With the objective of developing and improving the 
accuracy of parameterizations describing atmospheric water 
vapor, clouds, and radiative transfer, a Cloudiness Inter-
Comparison Intensive Operational Period (CIC-IOP) was 
conducted during March–April 2003 at the ARM Southern 
Great Plains Central Facility (SGP) in North-Central 
Oklahoma, USA. In particular, three MWRs at 23.8 and 31.4 
GHz were continuously operated during the IOP. A SuomiNet 
GPS receiver was also operated. Moreover, radiosondes 
containing the Vaisala RS90 humidity sensor were launched 
four times a day. Standard ARM instruments included a 
Micropulse Lidar, a Millimeter Wave Cloud Radar (MMCR), 
and a suite of optical and infrared sensors [9], [10]. 

Utilizing these data, this work compares forward models in 
computing brightness temperature from RAOBs using data 
from the three MWRs. The data were screened for clear 
conditions using a variety of techniques, including lidar 
measurements. Two different tipping calibration algorithms 
were applied, the instantaneous tipcal calibration method [11] 
developed at the Environmental Technology Laboratory 
(ETL) and the ARM calibration algorithm [2]. In Section II 
the instruments used are described; in Section III the forward 
models, the MWR calibration, and the methodology for PWV 
retrievals are explained; in Section IV we present the 
radiometer data analysis, and in Section V we discuss the 
comparison of brightness temperature computed from the 
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models and RAOBs with the MWR measurements. Finally, in 
Section VI a comparison between PWV derived from GPS, 
MWR and RAOBs is discussed.  

As mentioned above, there have been previous works 
comparing MWRs with radiosondes and GPS. However, our 
work contains several new results. First, we analyzed data 
from three simultaneous MWRs to insure strict quality control 
and calibration consistencies. We also compared, for the three 
MWRs, two calibration algorithms. Finally, in addition to the 
five absorption models, two of them being very recent, we had 
high-quality RS90 radiosonde data available. Because several 
previous results were based on Vaisala RS80 data that were 
known to have a dry bias [3], [12]–[13], the availability of the 
RS90 data is particularly significant. 

The SGP site is an excellent facility for testing the 
performance of the models. Data available at this extensively 
monitored location [9] allowed us to overcome many 
problems that can be encountered in a less well-implemented 
site for which not all the instruments are available. The 
availability of active cloud-measuring instruments allow the 
data to be separated into clear and cloud categories, as well. A 
complete description of these sensors is available online at the 
ARM internet site [http://www.arm.gov/instruments/]. A long 
history of radiosonde observations also allows accurate 
modelling of water vapor retrieval coefficients. In addition, 
the SGP meteorology frequently exhibits large changes in 
water vapor in a relatively short time. Thus, for forward model 
studies involving water vapor, the site and its associated 
instrumentation are ideal. 
 

II. INSTRUMENTS DEPLOYED DURING THE CLOUDINESS INTER-
COMPARISON EXPERIMENT 

During the CIC-IOP a variety of instruments were operating 
at SGP. In this section we describe those on which we focused 
our analysis. 

The operational SGP Central Facility MWR, designated C1, 
is a dual-channel water vapor radiometer of the WVR-1100 
series from Radiometrics [www.radiometrics.com] operating 
at 23.8 and 31.4 GHz. The half-power beam width of the two 
channels is 5.9 and 4.5 degrees, respectively. The C1 MWR 
scans at five elevation angles (19.35, 23.4, 30.15, 41.85 and 
90.0 degrees) in an east-west direction during clear conditions, 
but shifts to the zenith-viewing Line Of Site (LOS) mode 
[http://www.arm.gov/instruments/static/mwr.stm] during 
cloudy conditions. Two MWRs of the same type, designated 
E14 and S01, supplemented the operational MWR for two 
months during the CIC-IOP. E14 scanned continuously (i.e., 
not shifting to the LOS mode during cloudy conditions) in the 
same vertical plane as that of operational unit, while S01 was 
scanning continuously in a north-south direction, orthogonal 
to the other two. The MWRs’ elevation angles were set to be 
the closest to air masses 3, 2.5, 2, 1.5, and 1 (see Section III 
B). 

A GPS permanent station, belonging to the SuomiNet 
network (site ID SG01) and managed by the University 

Corporation for Atmospheric Research, is operating with 
collocated surface meteorological sensors at the SGP site. The 
antenna is a TRM33429.20+GP and the receiver type is a 
TRIMBLE 4700. The system is included in the 
NOAA/Forecast System Laboratory (FSL) Ground-Based 
GPS-IPW project [http://gpsmet.noaa.gov] network. To 
process the GPS data, FSL uses the GAMIT (GPS at 
Massachusetts Institute of Technology) software package [14] 
developed by MIT and Scripps Institution of Oceanography. 
Ultra-rapid orbits that are produced and updated hourly by the 
Scripps Institution Orbit and Permanent Array Center are used 
to derive PWV estimates every 30 minutes with less than 15-
minute latency. The elevation cut-off angle was 7°. 

Radiosondes of the Vaisala RS90 type 
[http://www.vaisala.com] were regularly launched four times a 
day (5.30, 11.30, 17.30, 23.30 UTC) at the SGP. The RS90 
series contain the H-humicap relative humidity sensor, which 
consist of twin-heated sensors working in phase so that while 
one sensor is used for measuring, the other is heated.  

Finally, we used a Vaisala CT25K ceilometer to determine 
clear-sky conditions overhead. A description of this 
instrument is given at 
[http://www.arm.gov/instruments/static/vceil.stm]. The 
instrument provides cloud information on a 15-s temporal 
scale, giving cloud base height with a 100-m range resolution, 
up to a nominal altitude of 25,000 ft (7.6 km). In some cases, 
data from ARM optical and infrared instruments, as well as 
data from the MMCR, were also used to identify clear skies. 
 

III. METHODOLOGY 

A. Clear-sky Forward Models 
During clear conditions, the primary emitters of microwave 

thermal radiation in the troposphere are oxygen and water 
vapor, and the theory describing their absorption and emission 
has evolved continuously over the last 60 years. The quantity 
TB is calculated from the Radiative Transfer Equation (RTE) 
[15], [16]. The RTE requires input values of vertical profiles 
of temperature T(h) and  absorption coefficient α(h), with h 
being the height above the surface. From a model of 
absorption, the absorption coefficient α(h) can be calculated as 
a function of frequency (and angle, for a stratified 
atmosphere) from measurements of vertical profiles of T(h), 
pressure P(h), and absolute humidity ρV (h). In addition to TB, 
the opacity τ, or total optical depth, is frequently used. It is 
related to TB by 
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where Tc = 2.75 K is the TB of the cosmic background, and Tmr 
is the mean radiating temperature. In this work, we compare 
measurements of TB with calculations from three commonly 
used models: two were developed by Liebe and his colleagues 
[17]–[19] and the other by Rosenkranz [20], [21]. In addition 
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we compared two models that were recently developed, one 
by Rosenkranz [22] and its modification by Liljegren [23].  
The improvements in [22] involved a modification of water 
vapor line intensities and pressure-broadened line shift of the 
183.31 GHz water vapor line.  The modification in [23] 
involved a 5% decrease of the self - and foreign-broadened 
line widths of the 22.345 GHz water vapor resonance as well 
as a change to the MT-CKD_ continuum [24].  For 
convenience, we will refer to these models as LIEB87, 
LIEB93, ROS98, ROS03 and LILJ04.  In general, all of these 
models differ in the line-specific parameters such as line 
strength, self- and foreign-broadened line widths, as well as 
the so-called “continuum terms”. 

B. Calibration of the MWR 
The general principles of calibration of microwave 

radiometers are well known [15], [16]. The specific 
calibration of the Radiometrics MWR is achieved by viewing 
a blackbody reference target at kinetic temperature Tref both 
before and after noise from a diode has been injected into the 
signal. The sky equivalent TB provided by the radiometer is 
given in [2]: 
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The excess path length (or GPS signal delay) introduced by 
the refractivity of the neutral atmosphere is estimated as a free 
parameter in the calculation of the GPS antenna position [28]. 
The GPS signal delay along a single slant path, is modeled in 
terms of an unknown zenith total delay (ZTD) and known 
elevation angle-dependent mapping functions as described by 
Niell [29]. Using the assumption that the total delay has only a 
hydrostatic component (ZHD caused by the mass of the 
atmosphere) and a wet component (ZWD caused by the dipole 
moment of the water vapor molecules along the paths of the 
GPS signals, we can establish the relationship: 

 
where fw is the polycarbonate foam window loss factor, Tnd is 
the noise diode injection temperature; Vsky and Vref are the 
output signals when the radiometer is pointing at the sky and 
the reference target, respectively, and Vref+nd is the signal when 
the radiometer is pointing at the reference target and the signal 
from the noise diode is injected. The quantity Tnd is 
determined by the tipcal method [25]. As explained in [25], a 
zenith scan is used to generate a curve of TB vs. air mass, 
where air mass is defined as the ratio of the opacity at a 
direction θ and the opacity at zenith. The resulting curve, after 
fwTB is converted to opacity, is known as a tip curve. The 
tipcal method adjusts Tnd such that τ(0) = 0. In this work we 
evaluated two calibration methods for the MWRs, the ARM 
automatic self-calibration [2] and the ETL tipping calibration 
method [11]. The ETL method is based on instantaneous tip 
curves to derive for each tip the gain correction fwTnd in (2). 
The measurements at angles on both sides of zenith are used 
to assure horizontal homogeneity under the assumption of a 
stratified atmosphere. The ARM calibration, in contrast, 
collects outputs of many tip curves (>500) satisfying the 
homogeneity condition during clear-sky conditions to linearly 
predict the noise diode injection temperature Tnd from the 
temperature of the blackbody target Tref. Both calibration 
techniques were evaluated for clear-sky conditions in [26].  

C. PWV from MWR 
It is well known [1] that it is possible to retrieve water 

vapor and cloud liquid water from TBs measured by a ground-
based MWR at 23.8 GHz and at 31.4 GHz. The first 
frequency is sensitive to the water vapor because of its 

proximity to the 22.235 GHz water vapor emission line, and it 
is chosen at the “hinge point” [27]. The other frequency, in 
contrast, in a clear-air window, is more responsive to the 
liquid water, because liquid water emits in a continuum 
increasing with frequency in this region of the spectrum. To 
retrieve water vapor and liquid water, TBs are usually 
converted into opacities τf as in (1) and PWV is then estimated 
by  

 
 PWV = a0 + a1τ23 + a2τ31 .                             (3)                   

                                                                                   
The retrieval coefficients ai were estimated by linear 

regression for each month on the basis of ten years of RAOB 
data launched at the SGP. 

D. PWV from the GPS 

 
                        .                           (4)                   ZWDZHDZTD +=

 
The ZHD is estimated from the atmospheric surface 

pressure measured at the height of the GPS antenna with high 
accuracy using the Saastamoinen model [30]; conversely, 
ZWD depends entirely on the moisture content of the 
atmosphere, and due to the highly variable humidity profiles, 
it is poorly predicted from surface measurements alone. 

The ZWD is inferred by subtracting the ZHD from the ZTD, 
and then it is directly converted in PWV as in (5) by means of 
the coefficient π (see [31], [32]) given by (6): 
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The constants in (6) are k2

’=17 K⋅mb-1, k3=377.600 K2⋅mb-1 

[31], ρ is the density of liquid water, Rv is the specific gas 
constant for water vapor, and Tm [31] is the weighted mean 
temperature of the atmosphere: 
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where Pv is the partial pressure of water vapor and T is the 
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absolute air temperature. Tm is usually estimated from surface 
temperature TS [33] because of the strong linear correlation 
between the two. 

 

IV. RADIOMETER DATA ANALYSIS 

A. Radiometer Comparisons 
In this section, we present the comparison of the 

measurements from the three MWRs operating during the 
IOP, to evaluate their relative accuracy. One-minute averages 
of zenith measurements of TBs at 23.8 and 31.4 GHz by the 
three radiometers are compared in clear skies. Clear 
conditions were identified by using the ARM product from the 
Vaisala CT25K ceilometer. We evaluated MWR data 
measured during clear-sky conditions when the ceilometer 
was not indicating clouds for at least 20 minutes, centered on 
the radiometer data. Fig. 1 shows the analysis of TBs from the 
three MWRs for the measurement at 23.8 GHz, the MWRs 
being calibrated by the ETL algorithm. Fig. 1(a) is a plot of 
the TB time series from the operational MWR C1 for the 
duration of the experiment and shows a range of about 40 K 
for the two-month duration of the experiment. Fig. 1(b) shows 
the TB difference time series from MWRs S01 and E14 with 
respect to C1 and Fig. 1(c) shows the histograms of these 
differences. The average difference (bias) and standard 
deviation (std) are also reported. The same analysis for the 
measurements at 31.4 GHz is shown in Fig. 2. A summary of 
the statistical comparisons is given in Table I, which gives the 
comparisons of E14 and S01 with respect to C1, with TBs 
being calibrated by both the ETL and ARM algorithms. The 
slopes and intercepts of the regression line were computed 
relative to the C1 measurements. An agreement of the order of 
0.3–0.4 K rms between the radiometers is evident from the 
table, showing that the radiometers are well calibrated. In 
addition, the slopes differ from unity by 2% error and the 
intercepts have a maximum absolute value of 0.4 K. 

With three MWRs operating at the same time and at the 
same frequencies, we could also evaluate the performances of 
the wet window sensor mounted on the MWRs. The sensor 
turned the heater on during condensing or precipitating 
conditions to promote the evaporation of rain and snow. The 
sensor generally detected wet conditions correctly, but in 
some occasions the heater turned off too early or did not work 
during rain. For example, after a rainy event ended around 
1400 UTC on April 19, the sensor worked properly for the 
S01 radiometer, turned off too early for the radiometer E14 
(consequently the measurements were affected by droplets on 
the window for 15 minutes longer than were the S01 
measurements) and did not heat the MWR C1 window, so that 
the measurements were affected for more than one hour. 
Nevertheless, other investigators [34] found that, on some 
occasions, the wet window sensor was too conservative. It is 
evident that having three nearly identical collocated MWRs 
allows for a variety of quality-control algorithms to be tested 
and evaluated. 

B. Calibration Algorithm Comparison 
For clear-sky cases we also compared the ARM and ETL 

calibration algorithms (see Fig. 3). Fig. 3(a) shows the TB 
difference time series (ARM−ETL) for the two frequencies. 
Most of the differences between the two algorithms occurred 
after periods of rain or extended periods during which the 
instantaneous tipcal method could not be accurately applied. 
Histograms for the difference at 23.8 and 31.4 GHz are 
displayed in Fig. 3(b) and Fig. 3(c), respectively. The values 
of bias and std are also reported in the figures. Although the 
biases are small (0.16 K at 23.8 and 0.05 K at 31.4 GHz), we 
found an rms difference of the order of 0.4K for the 23-GHz 
measurement and of 0.3K for the 31-GHz measurement. The 
estimated accuracy of the ARM calibration in [2] is on the 
order of 0.2–0.3 K rms. 

 

V. COMPARISON OF MODELS AND MEASUREMENTS 
For each of the three radiometers and for each of the five 

absorption models of Section III.A, we compared 
measurements and calculations of TB. Fig. 4 shows the TB time 
series from the operational MWR C1 for the measurement at 
23.8 GHz calibrated by the ARM algorithm and TBs computed 
from the RAOBs and the five models during clear-sky 
conditions from March 6 to March 11, 2003. Results of our 
comparisons are presented in Table II, in terms of bias and std. 
Two features are apparent: 
1) For a given frequency, the std of the differences is 

relatively close (of the order of 0.1 K). 
2) The results for the biases can be divided into roughly two 

classes; the first class is from the older models: LIEB87, 
LIEB93 and the second class from the newest models: 
ROS98, ROS03, and LILJ04. 

As seen, the newest models are in much better agreement 
with the measurements. Finally, there appears to be slightly 
better agreement between measurements and ROS03 and 
LILJ04, although a larger data set would be necessary to 
choose the better model. Thus, for the newer models, the 
maximum bias is less than 0.55 K. We also note that, for a 
given radiometer, the difference between the ETL and ARM 
calibration is less than 0.1 K for the 31.4 GHz channel. We 
attribute the differences between radiometers to radiometer 
features that cannot be corrected by tipcal.  

In addition to the statistical analysis shown in Table II, we 
also constructed scatterplots together with slope and intercept 
analyses of the regressions.  In Fig. 5, we show these 
scatterplots of TBs from the MWR C1 calibrated by the ARM 
algorithm versus TBs computed from each of the five models. 
For the 23.8 GHz channel, there is about a 2.5 % difference in 
slope of ROS98/ROS03 calculations vs. that of LILJO4, with 
the two ROS calculations having a slope of nearly unity.  The 
bias is nearly the same for the three newer models.  For the 
31.4 GHz channel, the LILJ04 is clearly in best agreement 
with a slope of nearly unity and an offset of nearly zero. The 
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slopes of ROS98/ROS93 are about 3.5 % different from unity 
and the magnitude of the offset is about 0.6 K. 

 

VI. PWV DATA ANALYSIS 

A. PWV: MWR vs. RAOB 
It also was of interest to compare differences between the 

GPS, MWR and RAOBs in terms of their commonly derived 
parameter: PWV. In Table III we show the comparison of 
PWV retrieved from the MWRs and computed from RAOBs 
during clear-sky conditions. We have applied the retrieval 
coefficients derived from the ROS98, ROS03 and LILJ04 
model computations to the TBs from the MWRs, which had 
provided the best results on the TB comparisons (see Section 
V). The analysis is presented for both ARM and ETL 
calibration procedures. The comparison between MWRs and 
RAOBs shows good agreement in terms of bias (of the order 
of 0.02 cm) and std (less than 0.1 cm). Moreover, the three 
models produce similar results in terms of std, with a 
difference in terms of bias (of 0.03 cm) from LILJ04. We 
believe that the bias accuracies on the order of 0.02 cm reflect 
the high quality of the radiometers, the three models, and the 
RS90 humidity sensor. 

B.  PWV: MWR vs. GPS 
In Table IV we show the comparison of PWV derived from 

the GPS as provided by the NOAA/FSL GPS-IPW project 
with PWV from the three MWRs. In the computation of the 
parameter π of (5) and (6), Tm is derived from the surface 
temperature TS [33] measured by the collocated surface 
meteorological sensor. The comparison is performed using 30-
minute-averaged MWR measurements centered on GPS data. 
The comparison shows very good agreement between PWV 
retrievals from MWRs and GPS, with an rms accuracy in 
general less than 0.1 cm. MWR S01 seems less in agreement 
with GPS relative to the other two MWRs, showing a bias of 
0.02 cm in the PWV with respect to the PWV from MWR C1. 
Moreover, the use of coefficients derived from the LILJ04 
model reduces the difference between PWV from MWR and 
GPS of the order of 0.03 cm in terms of bias. During clear sky 
conditions, the ETL calibration also reduced the bias between 
PWV from MWR and GPS on the order of 0.01 cm. In Fig. 6 
the time series of PWV from MWR C1 (both calibrations 
applied), GPS, and RAOB are shown during clear-sky 
conditions from April 21 to April 23, 2003. The coefficients 
derived from the LILJ04 model were applied to TBs from C1. 

We also evaluated the influence on the GPS PWV-
estimation of the computation of Tm in the constant of 
proportionality π . In Table V we show the same comparison 
of Table IV, but with Tm computed as in (7) from the RAOBs. 
Tms were interpolated to the same sampling time of GPS 
measurements. Our comparison shows that the computation of 
Tm from RAOBs improves the rms accuracy of PWV from the 
GPS on the order of 0.01 cm with respect to the MWR.  

C. PWV: GPS vs. RAOBs 
The comparison of PWV from the GPS with PWV from 

RAOBs is shown in Table VI. We evaluated PWV accuracy in 
the presence of clear air and clouds, again, with Tm estimated 
from TS and computed from RAOBs. The comparison shows 
good agreement between PWV from the GPS and from 
RAOBs, with an rms on the order of 0.1 cm. We can notice 
that the use of Tm from RAOBs led to an improvement in the 
PWV rms accuracy on the order of 0.01 cm. This is consistent 
with our results for the same comparison with respect to the 
MWR. Clear and cloudy conditions were identified by using 
the ARM product from the Vaisala CT25K ceilometer at the 
SGP site. We classified clear-sky conditions when the 
ceilometer was indicating clear air for at least thirty minutes.  

 

VII. SUMMARY AND CONCLUSIONS 
We have analyzed the results of five frequently used 

absorption models in terms of brightness temperature 
comparison with three microwave radiometers at 23.8 and 
31.4 GHz operating during the Cloudiness Inter-Comparison 
experiment. We determined that the most recent models, 
ROS98, ROS03, and LILJ04 best fit the empirical data, with 
an average agreement at least as good as 0.55 K. Moreover, 
the three microwave radiometers have provided a very good 
data set for the analysis, with an agreement of the 
measurements on the order of 0.3–0.4 K rms when the ETL 
calibration procedure was applied. Radiometers and 
radiosondes have also shown a good agreement in terms of 
water vapor retrieval, with less than 0.12 cm rms difference. 
Using the LILJ04 model resulted in a bias, with respect to the 
radiosondes, of better than 0.06 cm. Our comparisons also 
demonstrated that the new Vaisala humidity sensor does not 
show the presence of the dry bias in the measurements of 
relative humidity. 

In addition to bias and rms statistical analysis,  we also 
constructed scatterplots together with slope and intercept 
analyses of the regressions.  For the 23.8 GHz channel, there 
is about a 2.5 % difference in slope of ROS98/ROS03 
calculations vs. that of LILJO4, with the two ROS calculations 
having a slope of nearly unity.  The bias is nearly the same for 
the three newer models.  For the 31.4 GHz channel, the 
LILJ04 is clearly in best agreement with a slope of nearly 
unity and an offset of nearly zero. The slopes of 
ROS98/ROS03 are about 3.5 % different from unity and the 
offset is about 0.6 K. For the 31.4 GHz channel, the LILJ04 is 
clearly in best agreement with a slope of nearly unity and an 
offset of nearly zero. The slopes of ROS98/ROS93 are about 
3.5 % different from unity and the offset is about 0.6 K. In the 
LILJ04 model, both a 5 % decrease in water vapor line width 
from ROS98/ROS03 and a change in the continuum 
formulation were implemented. Our results suggest that the 
continuum formulation is a marked improvement, but that the 
5 % line width implementation requires further study. This is 
important for the accurate remote sensing of water vapor and 
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cloud liquid water. Our results also show that the two older 
models LIEB87 and LIEB93 are at variance with the data. 

The comparison of PWV from GPS with respect to MWR 
and RAOB also shows good agreement with an rms on the 
order of 0.1 cm. Still, we noticed that the GPS seemed to show 
a small bias during clear-sky conditions, of 0.04 cm less than 
PWV from RAOBs when Tm is derived from TS. The same bias 
was observed in the comparison with the PWV retrieval from 
MWRs. However, the performance of the GPS retrievals 
during cloudy conditions (bias less than 0.004 cm) is very 
encouraging. 

During the Cloudiness Inter-Comparison experiment, ARM 
SGP site provided an excellent facility for testing the 
performance of the models. The availability of three 
collocated MWRs allowed detailed accuracy comparisons in 
the measurement of brightness temperatures. The data from 
the GPS were useful in a variety of quality-control and 
instrument-comparison studies. The availability of active 
cloud-measuring instruments allowed the data to be separated 
into clear and cloud categories. A long history of radiosonde 
observations also allowed accurate modelling of water vapor 
retrieval coefficients. In addition, the SGP meteorology 
yielded large changes in water vapor during the two-month 
observation period. Thus, for forward model studies involving 
water vapor, the CIC experiment and its associated 
instrumentation were ideal.  

Our focus in this paper has been on the analysis of water 
vapor measurements during clear sky conditions.  Currently, 
for these conditions, the accuracy of PWV from the GPS 
measurement is limited by the accuracy of the total delay 
estimate and not on the meteorological errors associated with 
parsing the total delay into its wet and dry components, and 
mapping the wet component into precipitable water  
vapor.  Maximum PWV errors associated with estimating the 
hydrostatic signal delay from surface pressure measurements 
with ~ 1 hPa accuracy is on the order of 0.3 mm.  PWV errors 
associated with errors in estimating the parameter π  from a 
surface temperature measurement with ~ 1deg K accuracy is 
approximately 0.1 mm. 

The accuracy with which the total delay can be estimated is 
determined by the accuracy with which the position of the 
antenna (mostly the vertical coordinate) can be measured.  In 
general, the position of an antenna can be measured with 
higher accuracy in shorter time using double-differencing 
techniques when stations are closely spaced.  When stations 
are more widely spaced, it takes longer to resolve integer 
ambiguities and measurements made over the same period 
usually have higher uncertainty.  In this sense, the most 
accurate measurements of PWV are made in places with the 
highest concentrations of GPS receivers, but other factors also 
contribute.  These factors include the site environment (e.g.; 
obstructions, satellite visibility, degree of multipath, RF 
interference), stability of the antenna installation, antenna 
phase center model accuracy, and satellite orbit accuracy. 
As a consequence, and during clear sky conditions, we expect 
that the GPS PWV error caused by total delay estimation 

errors and the process of retrieving PWV from the total delay 
will be on the order of 0.75 - 1 mm with only a minimal 
dependence on location. 

Our ongoing research will examine the comparison between 
PWV from the GPS and from the MWR. We intend to explore 
the possible temperature dependence and the diurnal cycle, on 
both the MWR and the GPS measurements. The influence of 
satellite orbit errors will also be investigated. The precise GPS 
orbit information is available with 1–2 week latency from the 
International GPS Service for Geodynamics. Moreover, we 
recommend that MWR and forward model calculations be 
investigated for more extended periods of observations. 
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TABLES AND FIGURES 

 

 
 

Table I. Microwave radiometer comparisons. Sample size is 19078. Bias and std are referred to TB(MWR)-TB(C1). 
 

 
 

Table II. Microwave radiometer TBs compared with TBs from RAOBs. Sample size is 67 for the comparison with MWR C1, 78 
with S01,and 75 with E14. Bias and std are referred to TB(MWR) -TB(RAOB). 

 

 
Table III. Microwave radiometer PWV compared with RAOBs. Sample size is 67 for the comparison with MWR C1, 78 with 

S01,and 75 with E14. Bias and std are referred to PWV(MWR)-PWV(RAOB). 
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Table IV. PWV from MWRs compared with PWV from GPS. Sample size is 826 for the comparison with MWR C1, 968 with 
S01,and 928 with E14. Bias and std are referred to PWV(MWR) -PWV(GPS). In the parameter π, Tm is computed from TS. 

 
 

Table V. PWV from MWR compared with PWV from GPS. Sample size is 826 for the comparison with MWR C1, 968 with S01, 
and 928 with E14. Bias and std are referred to PWV(MWR) -PWV(GPS). In the parameter π, Tm is computed from RAOBs. 

 

 
 

Table VI. PWV from GPS compared with PWV from RAOB. Sample size is 82 for the comparison during clear-sky conditions, 
113 for the comparison during cloudy conditions, and 195 for the ensemble. Bias and standard deviation are referred to 

PWV(GPS)-PWV(RAOB). 
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                                              Fig.1(a)                                                                                Fig.1(b) 

 
Fig.1(c) 

 
Fig. 1. Analysis of TB from MWR for the measurement at 23.8 GHz during clear-sky conditions. (a) TB time series from the 
MWR C1 for the duration of the experiment. (b) TB difference time series from MWRs S01 and E14 with respect to C1. (c) 

Histograms of the TB differences from MWRs S01 and E14 with respect to C1. Bias and std are also reported. 
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                                                  Fig.2(a)                                                                                    Fig.2(b) 

 
Fig.2(c) 

Fig. 2. Analysis of TB from MWR for the measurement at 31.4 GHz during clear-sky conditions. (a) TB time series from the 
MWR C1 for the duration of the experiment. (b) TB difference time series from MWRs S01 and E14 with respect to C1. (c) TB 

differences from MWRs S01 and E14 with respect to C1. Bias and std are also reported. 
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Fig.3(a)                                                                                                Fig.3(b) 

 
Fig.3(c) 

 
Fig. 3. Comparison of the ARM and ETL calibration algorithms during clear-sky conditions. (a) TB difference time series 

(ARM-ETL) for the two frequencies. (b) Histogram for the difference at 23.8 GHz. The value of bias and std are also reported. 
(c) Histogram for the difference at 31.4 GHz. 
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Fig. 4. TB time series (gray dots) from the MWR C1 at 23.8 GHz (ARM calibration algorithm applied) and TB computed from the 

RAOBs and the models LIEB87 (asterisks), LIEB93 (crosses), ROS98 (open triangles), ROS03 (white circles) and LILJ04 
(black circles) during clear-sky conditions from March 6 to March 11, 2003. 

 
 
 
 
 
 

 
                                                   Fig.5(a)                                                                                     Fig.5(b) 

Fig. 5. Scatterplots of TBs from the MWR C1 (ARM calibration algorithm applied) versus TBs computed from the RAOBs and 
the models LIEB87 (asterisks), LIEB93 (crosses), ROS98 (open triangles), ROS03 (white circles) and LILJ04 (black circles) 

during clear-sky conditions. The slopes and intercepts (int) of the regression line relative to the C1 measurements are also 
computed. Sample size is 67. (a) Scatterplot of TB at 23.8 GHz. (b) Scatterplot of TB at 31.4 GHz. 
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Fig. 6. Time series of PWV from MWR C1, ARM calibration (gray dots) and ETL calibration (light gray dots), PWV from GPS 

(black dots) and PWV from RAOBs (white circles) during clear-sky conditions from April 21 to April 23, 2003. 
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