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ABSTRACT

The adjoint technique for retrieval of the thermodynamic fields is compared with the traditional technique of Gal-Chen and Hane. The comparison is performed using both Doppler radar observations and simulated data. The real dataset is a gust-front case observed during the Phoenix II experiment. The simulated data are from a numerical experiment of a collapsing cold pool. In the simulated data study, we assume that observations of the horizontal velocity are available, either from a dual-Doppler synthesis or from a single-Doppler retrieval. Tests are performed on data that have been degraded in various ways to replicate real data. These tests include the sensitivity to the temporal sampling frequency, random error, spatially correlated error, and divergent/rotational error in the forcing terms. In most of the cases examined, it is found that the adjoint method is able to retrieve the buoyancy field more accurately than the traditional technique.

1. Introduction

Remote sensing of the atmosphere by Doppler radars is increasing substantially at present. The WSR-88D network, when completed, will provide nearly complete coverage over the United States, while Terminal Doppler Weather Radars (TDWR) are being installed at 45 major airports around the country. The measurements provided by these platforms are generally limited to reflectivity and radial velocity. A number of methods have been proposed recently to derive the cross-beam velocity components. The most obvious technique is to deploy a second Doppler radar with a different viewing angle (dual Doppler). A variant on this method is to deploy just a receiver and to take bistatic measurements (Wurman 1994). Other techniques rely on the assumption that reflectivity (or radial velocity) acts as a tracer in the flow and hence can be tracked to determine the flow field. These methods include statistical techniques such as TREC (tracking reflectivity echoes by correlation; Tuttle and Foote 1990) and methods based on an equation for reflectivity conservation (Qiu and Xu 1992; Laroche and Zawadsky 1993; Shapiro et al. 1994; Gal-Chen and Zhang 1993; Xu et al. 1993).

With the deployment of these new observing platforms and the development of techniques to estimate the cross-beam velocity, it is reasonable to expect that high-resolution datasets of horizontal velocity will soon be available in many areas. If these datasets are to be used in numerical models, then it will be necessary to obtain corresponding datasets of the mass (or temperature) field. However, there is no current observing technique that can provide temperature fields with comparable spatial and temporal resolution.

This lack of detailed temperature observations has led researchers to examine methods for retrieving the temperature field from observations of the velocity field. The early work in thermodynamic retrieval was pioneered by Gal-Chen (1978) and Hane and Scott (1978). These researchers showed that the pressure and temperature deviation from horizontal average fields could be retrieved from velocity observations. If absolute values of pressure and temperature are needed in the observed volume, an independent measurement of either temperature or pressure is needed in a single column somewhere in the analysis volume. This technique, which we will herein call the traditional technique, has been applied to numerous observational cases as well as simulated data cases (Hane et al. 1981; Gal-Chen and Kropfli 1984; Parsons et al. 1987; Crook 1994; to mention but a few). A modification of the Gal-Chen and Hane technique was given by Roux (1985) by including a simplified thermodynamic equation to find total rather than perturbation thermodynamic fields.

Rapid development of the adjoint method for fitting a numerical model to observational data has been seen in recent years. The adjoint formalism was first proposed by Le Dimet (1982) for meteorological appli-
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cations and was then implemented by Derber (1985), Courtier (1985), Le Dimet and Talagrand (1986), Talagrand and Courtier (1987), Courtier and Talagrand (1990), and Zou et al. (1993a, 1993b), among others. To date, most applications of the adjoint method have been to fit a numerical model with certain dependent variables to observations of all the dependent variables. However, as shown by Sun et al. (1991), the adjoint method can also be used to retrieve unobserved variables. In Sun et al. (1991) and Sun and Crook (1994), the cross-beam velocity components and temperature were retrieved from observations of radial velocity and reflectivity in the boundary layer from a single-Doppler radar. Although the extension of the technique to observations from dual-Doppler radars is quite straightforward, the performance of the adjoint technique in thermodynamic retrieval has never been compared to the traditional technique.

It should be noted that both the traditional technique and the adjoint technique are not limited to thermodynamic retrieval. Microphysical retrieval using moist models has also been attempted (Rutledge and Hobbs 1983; Ziegler 1985; Hauser and Amayenc 1986; Verlinde and Cotton 1993; Sun et al. 1995). In this paper, however, we restrict our study to the dry boundary layer. Or in other words, we assume velocity observations are from clear-air echoes. Wilson and Schreiber (1986) have pointed out the importance of low-level convergence lines in initiating thunderstorms. They found that 80% of the thunderstorms in the Denver area formed along radar-detected boundaries. Boundary layer winds also have a significant impact on airport operations and safety. Methodologies for forecasting low-level winds have been developed by a number of researchers, including numerical prediction using a small-scale model (Crook and Tuttle 1994; Crook and Cole 1994). One of the key elements in the numerical prediction of low-level winds is the successful determination of the initial temperature field.

In the present study, we compare the performance of the traditional technique with that of the adjoint method in retrieving the buoyancy field in the boundary layer. We compare these two techniques by first using dual-Doppler observations from the Phoenix II experiment and then using simulated data of a collapsing cold pool. We use simulated data in some of these tests so as to provide a baseline for comparison. Since the traditional technique requires the availability of two Cartesian horizontal velocity components (though not the adjoint technique as will be shown in section 2) before the thermodynamic retrieval is performed, in the simulated data study, both methods use the two Cartesian velocity components as observations. By doing so, we focus our present study on the comparison of these two techniques in thermodynamic retrieval given analyzed velocity data. In the real data study, however, the adjoint technique assimilates the radial velocities directly, while a velocity synthesis is performed to obtain the Cartesian horizontal velocity components for the traditional technique.

The outline of the present study is as follows. In section 2, we describe the traditional thermodynamic retrieval technique as well as the adjoint method. In section 3, we compare these two techniques using data of a gust front observed during the Phoenix II experiment. In the first part of section 4, we describe the control simulation of a collapsing cold pool and test the retrieval algorithms on “perfect” data. In the second part of section 4, we apply both techniques to simulated data that has been degraded in some way. We first compare and contrast the performance of the two techniques on data that are error-free but with temporal resolutions similar to the expected operational resolution. We then compare their performance on data that has various forms of error added to it. The conclusions are given in section 5.

2. Thermodynamic retrieval

The numerical model used in this study is the dry, Boussinesq model of Sun et al. (1991). The momentum, thermodynamic, and continuity equations are

$$\frac{dv}{dt} - \delta_{\nabla} \frac{g}{T_0} k + \nabla p - \nu \nabla^2 v = 0, \quad (2.1)$$

$$\frac{d\theta}{dt} + w \frac{d\theta}{dz} - \kappa \nabla^2 \theta = 0, \quad (2.2)$$

$$\nabla \cdot v = 0. \quad (2.3)$$

Here $v$ is the velocity vector, $p$ is the perturbation pressure divided by a reference density, $\theta$ is the perturbation potential temperature, $\Theta$ is the horizontal mean potential temperature, and $\Theta_0$ is the reference potential temperature. The quantity $\nu$ is the eddy viscosity and $\kappa$ is the thermal diffusivity which are both assumed constant.

a. Traditional method

To describe the traditional thermodynamic retrieval technique, we first write the two horizontal momentum equations in the form

$$F = -p_x,$$

$$G = -p_y, \quad (2.4)$$

where $[F, G]$ include the acceleration and mixing terms. The first step in the traditional technique is to determine the terms $[F, G]$ from the velocity data $[u, v, w]$. If the retrieval is being performed over $N$ grid points, then (2.4) represents $2N$ equations for $N$ variables, namely the pressure $p$. Thus, the system (2.4) is overdetermined and will only have a solution if $F_i = G_i$ (the vertical vorticity equation). Because of errors in the data and/or model, generally, $F_i \neq G_i$. We therefore search for the pressure that minimizes the re-
siduals of (2.4) over the domain of interest, that is, the minimum of
\[ \int \int [(F + p_x)^2 + (G + p_y)^2] dx dy. \] (2.5)

This can be done by solving the Euler equation
\[ \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} = \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y}, \] (2.6a)
subject to the boundary conditions,
\[ F = -p_x \text{ at } x \text{ boundaries}, \]
\[ G = -p_y \text{ at } y \text{ boundaries}. \] (2.6b)

As described by Gal-Chen (1978), (2.6a) can be solved up to a horizontal constant. This constant can be determined if an independent measurement of either temperature or pressure in a single column exists (e.g., from a sounding) somewhere in the domain of interest.

A common practice in retrieval studies is to use the "momentum checking" parameter \( E_r \), as a measure of the performance of the retrieval. [Other measures of performance suggested by Gal-Chen and Kropfli (1984) are time continuity and physical plausibility.] Parameter \( E_r \) is given by
\[ E_r = \frac{\int \int [(F + p_x)^2 + (G + p_y)^2] dx dy}{\int \int [F^2 + G^2] dx dy}. \] (2.7)

However, some care must be exercised when interpreting \( E_r \) as a measure of the accuracy of the retrieval. This can be illustrated by separating \([F, G]\) into the "true" component \([F_t, G_t]\), which balances the true pressure, \( p_t \), that is,
\[ F_t = -(p_t)_x, \]
\[ G_t = -(p_t)_y, \] (2.8)
and an error \([F_e, G_e]\). The error can be further split into a divergent component \([F_d, G_d]\) and a rotational component \([F_r, G_r]\), that is,
\[ F = F_t + F_d + F_r, \]
\[ G = G_t + G_d + G_r, \] (2.9)
where \([F_d, G_d] = [\psi_x, \psi_y]\) and \([F_r, G_r] = [\psi_x - \psi_y]\). It is important to note that we are referring to divergent/rotational error in the term \([F, G]\) and not in the velocity fields.

If the error is purely divergent, that is, \( F = F_t + \phi_x \) and \( G = G_t + \phi_y \), then (2.4) becomes
\[ (p_t)_x + \phi_x = -p_x, \]
\[ (p_t)_y + \phi_y = -p_y. \] (2.10)

Equation (2.8) has been used in obtaining (2.10). It is seen that, for this special case, (2.4) can be satisfied exactly, and the resultant pressure will be
\[ p = -p_t - \phi. \] (2.11)

Furthermore, the momentum checking value \( E_r \) will vanish even though there exists error in the data and the retrieved buoyancy.

If the error in \([F, G]\) is purely rotational then the right-hand side of (2.6a) is unchanged. As long as no error is added to the boundary conditions, then the true pressure, \( p_t \), will be recovered. The momentum checking value for this case will be
\[ E_r = \frac{\int \int (\psi_x)^2 + (\psi_y)^2 dx dy}{\int \int (F^2 + G^2) dx dy}. \] (2.12)

Hence, \( E_r \neq 0 \) even though the pressure is recovered exactly. The above analysis has indicated that some caution needs to be exercised when interpreting the value of \( E_r \), obtained in a particular retrieval. For this reason we suggest that other measures of performance, such as time continuity and physical plausibility, should also be used in conjunction with momentum checking when evaluating the performance of a retrieval.

In section 4d we will compare the performance of the two retrieval methods in handling divergent and rotational errors in \([F, G]\). The terms \([F, G]\) include a tendency term (linear with respect to \([u, v]\)), advection terms (nonlinear), and a simple diffusion term (linear). As will be shown, it is simplest to add divergent/rotational error through the tendency terms since this can be achieved by adding divergent/rotational error directly to the velocity fields.

Once the pressure has been retrieved, the buoyancy field can be determined from the vertical equation of motion, which is written as
\[ H = -p + B, \] (2.13)
where \( H \) includes the acceleration and mixing term and \( B \) represents the buoyancy.

On an Arakawa C grid (Arakawa and Lamb 1977), the \( w \) field and hence the variable \( H \) are located between the pressure and buoyancy levels. Equation (2.13) is thus discretized in the vertical as
\[ H^{k+1/2} = -\frac{(p^{k+1} - p^k)}{dz} + \frac{(B^{k+1} + B^k)}{2} \]
"exact" method. (2.14)

If simulated data is being used, and if one wishes to recover the exact buoyancy field, then it is necessary to sum from the top or bottom boundary starting with the buoyancy at that boundary. This we will call the
"exact" method [(2.14)]. If error exists in the data, then this summation procedure tends to lead to noisy buoyancy fields. An alternative procedure, which we call the "inexact" method [(2.15)], is to calculate the buoyancy by centered differencing the pressure over $2\Delta z$, that is,

$$
\frac{(H^{k+1/2} + H^{k-1/2})}{2} = \frac{(p^{k+1} - p^{k-1})}{2dz} + B^k
$$

"inexact" method. (2.15)

Although the exact buoyancy field cannot be recovered with this procedure when error-free data is used, it does substantially reduce the noise in the buoyancy field when data with error is used.

b. Adjoint method

The aim of the adjoint method is to find the initial buoyancy field that gives a model trajectory that fits the data with minimum error. A cost function is thus defined to measure the difference between the observations and the model solution.

In this study, two cost functions are employed depending on the form of the input data. If the data are in the form of horizontal velocity components, the cost function $J_1$ is given by

$$
J_1 = \sum_T \sum_\sigma [(u - u^{ob})^2 + (v - v^{ob})^2] + P1 + P2,
$$

(2.16)

where $T$ and $\sigma$ denote the temporal and spatial domains, respectively, $[u, v]$ are model solutions of the horizontal velocity, and the quantities with the superscript "ob" represent their observations.

The last two terms in the cost function, $P1$ and $P2$, represent penalty functions. Here $P1$ is the smoothness penalty function defined by

$$
P1 = \sum_T \sum_\sigma \rho_1 (\delta_\sigma \theta)^2 + \rho_3 (\delta_\sigma \theta)^2
$$

$$
+ (\delta_\sigma \theta)^2 + \rho_3 (\delta_\sigma \theta)^2,
$$

(2.17)

where the quantities $\rho_1$, $\rho_2$, and $\rho_3$ are penalty constants that determine the weights assigned to the smoothness constraints. For the experiments presented in this paper, the value of 0.05 is used for the three constants. Term $\delta_\sigma$ denotes the second-order finite difference in time, that is

$$
\delta_\sigma \theta = \theta^{n+1} - 2\theta^n + \theta^{n-1},
$$

(2.18)

where $n$ represents the $n$th time level. The second-order finite differences in space, $\delta_x$, $\delta_y$, and $\delta_z$, are defined in a similar way. The smoothness constraint can also be enforced on the velocity fields. However, since the observations of these fields provide adequate information, the effect of the penalty functions for these fields is negligible. If the observations contain sub-

stantially large errors, however, the use of the smoothness penalty for velocity fields will generally be helpful in suppressing noise.

A stability penalty function, $P2$, is imposed to restrict the development of static instability in the solution. Penalty function $P2$ is given by

$$
P2 = \left\{ \begin{array}{ll}
\sum_T \sum_\sigma [\rho_4 (\theta_{k+1} - \theta_k)^2], & \theta_{k+1} < \theta_k \\
0, & \theta_{k+1} \geq \theta_k,
\end{array} \right.
$$

(2.19)

where $k$ refers to the vertical level and $\rho_4$ is the penalty constant set to 0.05 in this study.

A second cost function, $J_2$, is defined when the input data are radial velocity observations. It is given by

$$
J_2 = \sum_T \sum_\sigma [(u_{i} - u^{ob}_{i})^2 + (v_{i} - v^{ob}_{i})^2] + P1,
$$

(2.20)

The quantities $u^{ob}_{i}$ and $v^{ob}_{i}$ represent radial velocity observations from two different radars and $u_{i}$ and $v_{i}$ are their model counterparts calculated using the model velocity components $(u, v, w)$ using the following relation:

$$
v_r = u \frac{x - x_0}{r} + v \frac{y - y_0}{r} + w \frac{z - z_0}{r},
$$

(2.21)

where $r$ is the distance between a radar location $(x_0, y_0, z_0)$ and a grid point $(x, y, z)$.

The independent, or control, variables in the cost functions $J_1$ or $J_2$ are the initial conditions of $u$, $v$, $w$, and $\theta$. Their values at any later time can be obtained by integrating the model equations. If we have perfect observations of the velocity fields, they can be directly inserted into the model as initial conditions. In this case, the buoyancy is the only control parameter, and we can define the following variational problem: find the buoyancy trajectory that is the solution of the model equations (2.1)–(2.3) that minimizes the cost function $J$. This is a constrained minimization problem with the model equations representing the constraint. It should be noted that when large errors are contained in the velocity observations, it is better to treat the velocity fields as control variables so that a best-fitted initial state can be defined. If radial velocity observations are used as input, that is, the cost function $J_2$ is minimized, the velocity fields must be treated as control variables. The minimization is performed using Nocedal’s limited memory, a quasi-Newton conjugate gradient algorithm VA15AD (Liu and Nocedal 1988). This minimization requires knowledge of the gradients of the cost function with respect to the control variables. These gradients are computed by backward integrating a set of time-dependent equations, the adjoint equations.

The procedure for retrieving the buoyancy field using the adjoint method can be summarized as follows.

(i) Choose a first guess for the control variables.
(ii) Integrate the model to obtain the trajectory of the dynamic variables to be used in the calculation of the cost function and the integration of the adjoint model.

(iii) Calculate the cost function.

(iv) Calculate the gradient of the cost function with respect to the control variables by integrating the adjoint equations backward.

(v) Determine the search direction and the step size and then find a new estimate of the control variables toward the minimum of the cost function using the calculated cost function and its gradient.

(vi) Check if a satisfactory solution has been found. If not, the above procedure can be repeated using the new values of the control variables as a new first guess and continue the process until a satisfactory solution is determined.

The derivation of the adjoint equations was given in Sun et al. (1991); the reader is referred to that paper for details. The search direction and the step size in (v) are automatically computed in the minimization algorithm VA15AD as long as the values of the cost function and the gradient are supplied. Their detailed computation procedure is not given here. Interested readers are referred to Liu and Nocedal (1988) or Gill et al. (1981) for a review of minimization algorithms. To compute the step size in (v), the algorithm may require that the cost function and its gradient be calculated more than one time for each iteration. We will refer to the number of times the cost function and its gradient are computed as the number of simulations throughout this paper. Since for most iterations the step size can be found by calculating the cost function and its gradient once, the number of simulations and the number of iterations are quite close. Because two integrations, forward model integration and adjoint model integration, have to be performed for each simulation, the cost of one simulation is about two to three times the cost of an integration of the numerical model over the assimilation period.

To summarize, both the traditional and the adjoint thermodynamic retrieval attempt to find the buoyancy field that is the solution of a set of governing equations, given a time history of the observations of the velocity fields. To achieve this goal, however, the adjoint method uses a different approach from the traditional method. In the traditional method, the buoyancy field is calculated from the governing equations using the velocity observations. The observations are inserted into the model equations directly or after a least squares fit in time. In contrast, the adjoint method finds the solution of the buoyancy field from the governing equations by iteratively minimizing a cost function defined by the difference between the solution of the governing equations and the observations. By doing so, an optimal solution, which satisfies the model and fits the data as close as possible, is obtained. Given velocity fields at the start and the end of the assimilation window, the concepts for both methods are illustrated and compared in Fig. 1. The two black dots represent the velocity data at the start \((t = 0)\) and the end \((t = T)\) of the assimilation window, which are some distance away from the model trajectory (or the true atmospheric trajectory) represented by the solid curve due to errors in observation and in analysis. For the traditional retrieval, the tendency terms are calculated by finite difference using data at \(t = 0\) and \(t = T\), which is equivalent to assuming a linear evolution in the time window \([0, T]\) as illustrated by the dot–dashed curve. In general, this trajectory will not be a solution of the model equation, and hence the momentum checking value will be nonzero. With the tendency terms computed in this fashion, the buoyancy field at a point between \(t = 0\) and \(t = T\) can be determined given the calculated values of the advection and mixing terms at that point. For the adjoint technique, a time evolution represented by the dashed curve can be obtained by adjusting the initial state to minimize the difference between model solutions and data. The buoyancy field at any point between \(t = 0\) and \(t = T\) is given by integrating the model equations starting from the resultant optimal initial state. The time evolution obtained using the adjoint technique is optimal in that it is the one closest to observations and yet satisfies the model. (By definition the momentum checking value is zero for this solution.) If the optimal solution is uniquely defined and the model evolution is not linear, we expect that the buoyancy field obtained using the adjoint method will be more accurate.

3. Comparison using real data

The observations used in this section were collected during the Phoenix II experiment, conducted in 1984.

![Fig. 1. Illustration of fitting a model to data by the traditional method and the adjoint method. The solid curve represents the model trajectory. The black dots represent data at the start and the end of the assimilation window.](image-url)
on the High Plains of eastern Colorado. Two X-band Doppler radars observed a $60^\circ$ segment of space centered on the same point. The radial velocity and reflectivity were recorded by both radars at an interval of about 2 min.

The gust front to be examined occurred during the afternoon of 19 June 1984. This gust front was formed by evaporative cooling from an earlier thunderstorm. As described by Mueller and Carbone (1987), this gust front initiated several storms as it moved to the northwest at a speed of approximately 7 m s$^{-1}$. Both sounding and mesonet observations showed a 2.5°C temperature drop as the gust front passed through. Sun and Crook (1994) have used this dataset in a study of wind and thermodynamic retrieval by the adjoint technique assuming observations from only one radar were available. In this paper, we will use observations from both radars to examine the thermodynamic retrieval and compare it with the traditional technique.

Several processing steps were applied to the Doppler measurements to obtain gridded radial velocity data. The processing methods were described in Sun and Crook (1994). These gridded radial velocity data were then used as input in the cost function $J_f$ for the adjoint technique. For the traditional technique, a Doppler synthesis must be performed to produce the horizontal velocity components $u$ and $v$ to be used in the thermodynamic retrieval. Although the adjoint technique can also use the synthesized $u$ and $v$ as input, it is preferable to use the direct observations so as to keep the data as much intact as possible. Being able to use the direct observations is in fact an advantage of the adjoint technique over the traditional technique.

Four volumes of gridded radial velocity data and synthesized horizontal velocity data were derived at 2229:30, 2231:20, 2233:10, and 2235:00 UTC. The retrieval experiments were performed with the temporal window between 2229:30 and 2235:00 UTC. For the adjoint retrieval, we conducted experiments using four volumes of data and two volumes of data, respectively, and the results showed little sensitivity to the number of data volumes used. Figure 2a displays the retrieved perturbation potential temperature field at $z = 100$ m and at $t = 2232:30$ UTC (middle of the assimilation window) for the experiment using two volumes of data (2229:30 and 2235:00 UTC) in the adjoint retrieval. As can be seen from the figure, the retrieval has produced cold air behind the leading edge of the gust front. Although a direct comparison cannot be made with the surface observation, since the retrieved buoyancy is the average over the lowest grid box (200 m), we are encouraged that the retrieved maximum temperature deficit of 1.8°C is of a similar magnitude to the observed surface temperature drop of 2.5°C.

For the traditional technique, we ran three experiments to test the sensitivity of the thermodynamic retrieval to the method used to calculate the time-derivative terms. In the first experiment, we computed the

FIG. 2. Retrieved $\theta$ field at $z = 100$ m and $t = 2232:30$ UTC for the 19 June 1984 gust front using (a) the adjoint technique, (b) the traditional technique with the original synthesized data, and (c) the traditional technique with the smoothed data.
tendency terms by using the velocity data at the start (2229:30 UTC) and the end (2235:00 UTC) of the time window. The advection and mixing terms were calculated using their average. In experiment 2, the tendency terms were estimated by a linear least squares fit using the four volumes of data. The third experiment was similar to the second, except that a quadratic fitting was performed. The retrieved buoyancy fields from these three experiments showed similar characteristics, although some small-scale differences appeared. The retrieved perturbation potential temperature fields from the first experiment using the original synthesized data and the smoothed data are shown in Figs. 2b and 2c, respectively. The momentum checking value was 0.4 for the original data and 0.31 for the smoothed data. Comparing Figs. 2b and 2c with Fig. 2a, we observe that the retrievals using the traditional technique are rather noisy even after considerable smoothing is applied to the velocity data. The well-organized gust-front structure presented in the adjoint retrieval is not clearly shown in the traditional retrieval. The air behind the gust front in the traditional retrieval is less cold than in the adjoint retrieval. Furthermore, regions of positive buoyancy have also been retrieved in the cold pool.

Figure 3 shows the vertical cross section of the retrieved potential temperature field through line AB indicated in Fig. 1a from the adjoint retrieval and the traditional retrieval (smoothed data). The contour shows the potential temperature subtracted by 300°C. A well-defined gust front can be seen in the boundary layer in the adjoint retrieval. In the traditional retrieval, however, some small-scale regions of warm air are present in the cold air behind the gust front.

The above comparison suggests that the adjoint technique works better in eliminating noise while retaining the signal of the gust front. With real data, a quantitative comparison of these two techniques is impossible because we do not have temperature observations with the same resolution as the velocity data. For this reason, we will make comparison of these two technique using simulated data in the next section.

4. Comparison using simulated data

a. Control experiment and testing of retrieval schemes

The control experiment in this section is a simulation of a collapsing cold pool. We choose this particular flow because it is both simple and often observed on the mesoscale. This experiment was also used in Crook (1994), so that comparison can be made with the results from that study. The simulation was run on a domain of 39 km in the horizontal and 4.2 km in the vertical. The grid spacing was 1 km in the horizontal and 0.2 km in the vertical. The basic state of the atmosphere was neutral with the mean potential temperature of 300°C. The simulation commenced with a cylindrical cold pool of 10-km radius and 2-km depth given by

$$\theta = 3.0 \frac{e^{(r-r_0)/r_w} - e^{(r-r_0)/r_w}}{e^{(r-r_0)/r_w} + e^{(r-r_0)/r_w}},$$  \hspace{1cm} (22.2)

which yields a maximum perturbation potential temperature of 2.3°C. In (22.2), $r_w$ represents the width
of the cylindrical cold pool and \( r \) is the distance from the center of the cold pool.

The simulation was run for 25 min, with lateral boundary conditions of zero normal velocities and zero fluxes for the other variables. The time step was 15 s. The horizontal velocity fields, \( u \) and \( v \), from the control simulation were stored as observations. The retrieval experiments were conducted on a domain of 33 km \( \times \) 33 km \( \times \) 4.2 km. We carefully selected the dimension of the domain and the size and strength of the initial perturbation so that the cold air remained in the domain away from the lateral boundaries.

Figure 4 shows the perturbation potential temperature and velocity field at \( t = 20 \) min in a vertical cross section through the center of the cold pool. The horizontal velocity is 11 m s\(^{-1}\) behind the leading edges of the cold pool. The maximum values of the updraft and downdraft are around 1.8 m s\(^{-1}\).

We first tested the schemes on “perfect” data, namely data that were error-free and available at every time step. The initial test for the traditional method was performed using the velocity fields at three adjacent time levels (19.75, 20, and 20.25 min). The tendency terms were calculated by differencing the data at \( t = 19.75 \) min and \( t = 20.25 \) min. The advection and mixing terms were calculated using data at \( t = 20 \) min. We also assumed that the mean state sounding was taken just inside the northwest corner of the domain (the reason for choosing this location will be explained in section 4b). Using these data, the “exact” method should be able to retrieve the buoyancy within the machine accuracy. Indeed, with this method, the perturbation potential temperature was retrieved to an accuracy of 10\(^{-8}\)°C (rms error), suggesting that the retrieval algorithm had been coded correctly. When the “inexact” method was used, the rms error in the retrieved \( \theta \) field was 0.02°C, or 8% if measured by the relative rms error (the rms error normalized by the rms buoyancy).

For the adjoint method, it is important to check if the gradient obtained by the integration of the adjoint model is correct. One way to perform the verification of the gradient is to compare it with the finite-difference approximation of the gradient (Sun et al. 1991). Results suggested that the gradient calculation by the adjoint model was correct.

An initial test for the adjoint method was conducted using data at every time level between \( t = 17.5 \) min and \( t = 22.5 \) min, starting with the initial guess of zero buoyancy and “observed” velocities. Since the solution procedure of the adjoint method is iterative, the accuracy of the solution depends on the number of iterations. Obtaining a retrieved \( \theta \) field with an accuracy of the order of 10\(^{-8}\)°C, as in the above, is almost impossible. However, we were able to obtain an accuracy similar to the “inexact” method (8% relative rms error) after 100 iterations using the adjoint method.

Another test with the adjoint method was performed to examine the sensitivity of the retrieval to the penalty functions. When the penalty terms were excluded in the cost function, we found that the algorithm converged much slower. A relative rms error of 33% was obtained after 100 iterations and 13% after 500 iterations. From this experiment, one can see the importance of including penalties in the cost function. This has been pointed out in our previous studies (Sun et al. 1991; Sun and Crook 1994) and in studies by other researchers (e.g., Thacker 1988; Zou et al. 1993).

The above tests indicate that if the data are perfect, meaning that the data are frequently spaced and have no error, the traditional technique can outperform the adjoint technique. This is because the traditional technique directly solves the model equations to find the exact solution of the temperature field, while the adjoint technique seeks an approximate solution by iteratively minimizing the difference between the model equations and the data. In reality, however, the data always contain error and have a limited sampling frequency. These imperfections of data can cause the exact solution from the traditional retrieval to fail to represent the true temperature, as will be seen in the next subsection.

b. Results with degraded velocity data

In the previous section, we tested the two retrieval methods on “perfect” data. In this section, we compare
the retrieval techniques with "imperfect" or degraded data, that is, data with a time interval similar to that of operational radars and data contaminated by errors. Table 1 lists all the experiments presented in this section. A brief description is given for each experiment. In the table, the letter "A" within the parentheses indicates that the retrieval experiment is conducted using the adjoint method, while the letter "T" denotes the traditional method. In the following, we will refer to the traditional retrieval as run A and the adjoint retrieval as run T if both retrievals are performed in one experiment. The first set of experiments is designed to test the performance of both methods with data available every 5 min. In the subsequent three subsections, we then examine and compare the performance of the retrieval methods when the velocity data are contaminated by various errors. In the last subsection, we test how the efficiency of the adjoint method can be improved by incorporating results from the traditional retrieval.

Unless otherwise stated, the results shown for the adjoint retrieval are those after 95 iterations (about 100 simulations). This number of iterations was chosen because the cost function levels out after 95 iterations for most of the experiments. Although it is possible to obtain a more accurate retrieval with more iterations, the gain is small compared to the cost. All the experiments conducted using the adjoint method use the observations as the first guess of the horizontal velocity fields and the zero field as the first guess of the buoyancy field. The first guess of the vertical velocity is given by integrating the continuity equation upwards. All the experiments presented in this section use an assimilation window in which two datasets (at the start and at the end of the window) are provided. Although using more datasets will generally improve the retrieval for both methods, it does not change our general conclusions. It should be noted that when more time levels are used, there are more ways in which the tendency terms can be estimated for the traditional technique. In our study, however, we have found that a least squares fitting (linear or quadratic) does not change the general characteristic in the traditional retrieval. Since our study is aimed at the initialization of numerical forecast models, the moving-frame technique (see Chong et al. 1983) is considered impractical due to its requirement of choosing the frame of reference for each individual case.

1) TEMPORAL SAMPLING FREQUENCY

One difference between the two retrieval methods is the approximation on which the computation of the time derivatives is based. When only two volumes of data are supplied, the adjoint method attempts to find a model evolution that fits the velocity data at the start and the end of the assimilation window with the smallest error (in the least squares sense), while the traditional method assumes a linear evolution in time. In this section, we compare the performance of the retrieval methods when the velocity data are spaced 5 minutes apart in time (at \( t = 17.5 \) min and \( t = 22.5 \) min). This data interval was used because it is typical of the volume interval for operational radars. It should be noted that the scan intervals can be much shorter than 5 min for many research radars. However, since our work is aimed at the forecasting of low-level winds, our interest is in operational radars (for example, WSR-88D radars). The first experiment, experiment F1, was conducted to test the performance of the traditional technique's "exact" method. The tendency terms were calculated by differencing the data at \( t = 17.5 \) min and \( t = 22.5 \) min, while the advection and mixing terms were calculated using the average. The relative rms error in the retrieved \( \theta \) field using the "ex-

<table>
<thead>
<tr>
<th>Data degradation</th>
<th>Experiment</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-min frequency</td>
<td>F1 (T)</td>
<td>Test the &quot;exact&quot; method</td>
</tr>
<tr>
<td></td>
<td>F2 (T, A)</td>
<td>Test the &quot;inexact&quot; method and compare it with the adjoint technique</td>
</tr>
<tr>
<td></td>
<td>F3 (T)</td>
<td>Test the retrieval when performed at end of the assimilation window</td>
</tr>
<tr>
<td></td>
<td>F4 (T + A)</td>
<td>Both techniques used in one retrieval experiment</td>
</tr>
<tr>
<td>Random error</td>
<td>RE (T, A)</td>
<td>Compare the two techniques with various magnitudes of random errors</td>
</tr>
<tr>
<td>Spatially correlated error</td>
<td>S1 (T, A)</td>
<td>Uncorrelated error from grid point to grid point</td>
</tr>
<tr>
<td></td>
<td>S2 (T, A)</td>
<td>Horizontally correlated error with a scale of four grid points</td>
</tr>
<tr>
<td></td>
<td>S3 (T, A)</td>
<td>Horizontally correlated error with a scale of eight grid points</td>
</tr>
<tr>
<td></td>
<td>S4 (T, A)</td>
<td>Horizontally and vertically correlated error with a scale of four grid points</td>
</tr>
<tr>
<td>Rotational error</td>
<td>R1 (T, A)</td>
<td>Errors are added to the interior excluding the sounding location</td>
</tr>
<tr>
<td></td>
<td>R2 (T, A)</td>
<td>Errors are extended to the sounding location</td>
</tr>
<tr>
<td></td>
<td>R3 (T, A)</td>
<td>Errors are extended to the boundary</td>
</tr>
<tr>
<td>Divergence error</td>
<td>D1 (T, A)</td>
<td>Errors are added to the interior excluding the sounding location</td>
</tr>
<tr>
<td></td>
<td>D2 (T, A)</td>
<td>Errors are extended to the sounding location</td>
</tr>
<tr>
<td></td>
<td>D3 (T, A)</td>
<td>Errors are extended to the boundary</td>
</tr>
</tbody>
</table>
The retrieved $\theta$ field at $t = 20$ min are shown in Fig. 5a for experiment F1 and Fig. 5b for experiment F2 using the traditional technique. As mentioned previously, when the "exact" method is used, error in the data is accumulated as the buoyancy is summed from one boundary to the other. Since the "inexact" method uses a vertical derivative over $2\Delta z$ to calculate the buoyancy, it has a tendency to smooth out these errors in the velocity data. For the remainder of this paper, we use the "inexact" method when calculating the buoyancy with the traditional technique.

When the adjoint method was applied to the same velocity data at $t = 17.5$ min and $t = 22.5$ min in experiment F2, a relative rms error of 10% was obtained. The retrieved $\theta$ field at $t = 20$ min is shown in Fig. 5c. The $\theta$ field retrieved using the adjoint method has little difference compared to the control simulation. However, distinct errors can be observed in the $\theta$ field retrieved using the traditional method (see Fig. 5b). Most of the error appears at the leading edge of the gust front and on the surface. It is likely that this region experiences the most nonlinear evolution in time.

Experiment F3 was designed to test the performance of the traditional retrieval when an Euler-backward scheme was used, namely when the advection and mixing terms were calculated using data at the end of assimilation period. For forecasting purposes, it is usually desirable to retrieve initial conditions at the time of the most current data. It is found that the retrieval performed at $t = 22.5$ min, with a relative rms error of 113%, is significantly less accurate than when a centered difference is used. This result is consistent with that obtained by Crook (1994) (see Fig. 5 of that paper). In contrast, the buoyancy retrieved by the adjoint method is rather consistent throughout the assimilation period, with the smallest error at the end of the window.

When the velocity datasets are spaced further in time, the assumption of linearity becomes less valid. To further explore and compare the sensitivity of the two methods to the temporal sampling frequency, five tests were conducted with assimilation periods of 1, 2.5, 5, 7.5, and 10 min, respectively. The rms error in retrieval is plotted against the assimilation period in Fig. 6. As expected, the performance of the retrieval by the traditional method degrades significantly as the length of the assimilation window increases. In contrast, the retrieval by the adjoint method is less sensitive. Figure 6 also shows that the adjoint method outperforms the traditional method for periods greater than 2 min. When the length of assimilation is less than 2 min, linearity is a good assumption, thus the traditional retrieval has a better accuracy than the adjoint method with 95 iterations.

It is important to point out that in the above tests the velocity data do not contain any error. When the data contain error, the traditional method with a short assim-

---

**Fig. 5.** Retrieved $\theta$ field from (a) experiment F1, (b) experiment F2 using the traditional technique, and (c) experiment F2 using the adjoint technique.
A number of observational studies have shown that retrieval with the traditional technique can be improved by first smoothing the velocity data (see, for example, Lilly and Schneider 1991). To examine the effects of smoothing, we applied a three-dimensional filter to the input velocity data and then repeated the tests with the traditional method. The results are shown by the dot-dashed curve in Fig. 7. When the retrieval is performed after the velocity fields are smoothed, the retrieval improves for large errors but actually becomes worse for small errors. This is because smoothing can distort the signal such that it does more harm than good when the error is small. When larger error is contained in the fields, moderate smoothing can help suppress the noise and thus enhance the signal. Figure 8c shows the retrieval by the traditional method using the smoothed data. The rms error in Fig. 8c (60%) is reduced quite significantly from that in Fig. 8a (93%). However, it can be seen that distortion of the field has resulted from the smoothing on the velocity data.

3) Spatially Correlated Error

In the previous section we have assumed that the velocity error is uncorrelated from grid point to grid point. Often the error in radar data is spatially correlated and may have different vertical and horizontal scales. To explore the sensitivity of the retrieval methods to spatially correlated errors, a set of experiments was conducted by varying the spatial structure of the error. In experiment S1, we added random error to the

### Figure 6

The rms perturbation potential temperature error against length of assimilation. The solid curve represents the traditional method and the dashed curve represents the adjoint method.

### Figure 7

The rms buoyancy error against maximum random error added to the velocity fields. The solid curve is for the traditional method, the dashed curve is for the adjoint method, and the dot-dashed curve is for the traditional method with smoothing applied to the velocity fields.

2) Random Error in the Velocity Data

Previous studies have found that the traditional method is very sensitive to random velocity error (Hane et al. 1981; Crook 1994). In this section, we will examine the sensitivity of the adjoint retrieval to random errors in the velocity fields and compare it with the traditional retrieval. In experiment RE, random error in the range of ±0.0625, ±0.125, ±0.25, ±0.5, ±0.75, and ±1.0 m s⁻¹ was added to the horizontal velocity fields at $t = 17.5$ min and $t = 22.5$ min in six tests. The results are compared in Fig. 7 by plotting the rms error in the retrieved buoyancy field against the magnitude of the velocity error. The dashed curve is for the adjoint retrieval, and the solid curve is for the traditional technique. It should be noted that the error in $\theta$ is calculated relative to the fields retrieved in experiment F2 (run T or run A), which use the same data interval of 5 minutes. Defining the buoyancy error in this way means that it vanishes as the velocity error goes to zero. As can be seen, the adjoint method has better performance at velocity errors of all magnitudes. The error in the retrieval for the traditional method exhibits a linear variation and exceeds 100% for velocity errors greater than ±0.5 m s⁻¹. Figure 8a and 8b show the retrieved $\theta$ fields from the traditional retrieval and the adjoint retrieval, respectively, using the noisy data with random error in the range of ±0.25 m s⁻¹.
horizontal velocity fields at each grid point (i.e., the same as experiment RE). In experiment S2, the random error was added to each grid point in the vertical and every fourth grid point in the horizontal, and then the error was linearly interpolated to the other grid points. Experiment S3 was similar to experiment S2, but the random error was given every eighth grid point in the horizontal. In experiment S4, the random error was given every fourth grid point both vertically and horizontally and the linear interpolation was applied in both directions. The linear interpolation serves to correlate the error in the direction it is applied. In all of the experiments, we adjusted the magnitude of the random error to produce an rms error of about 0.1 m s$^{-1}$ in the velocity fields. Both retrieval techniques are tested in these experiments and their results are compared in Table 2. The adjoint method performs equally well in all experiments. However, the traditional method is quite case dependent. For experiments S1 and S4, the rms error in the retrieval is the same and reasonably small. For experiments S2 and S3, the error is quite large and the retrieved buoyancy is dominated by noise.

These results indicate that the traditional retrieval is very sensitive to the error that is correlated in the horizontal but uncorrelated in the vertical. When the error has similar characteristics in both the horizontal or vertical directions, the traditional retrieval appears to have a better performance. We explain this result in the following manner: the traditional retrieval solves the two-dimensional Poisson equation, (2.6), to first obtain the pressure field. When the velocity error is horizontally correlated, this error may bring about biases in the horizontal fields of $F$ and $G$. Since $F$ and $G$ are related to the first derivatives of the pressure, the bias in $F$ and $G$ fields will produce bias in the pressure gradient field. When the pressure is adjusted to match the sounding pressure, this bias in the pressure gradient field will produce a bias in the pressure field. If the error is uncorrelated in the vertical, the pressure bias will oscillate from level to level. This oscillation will maximize the error in the vertical pressure gradient term $\partial p/\partial z$ and thus result in a large buoyancy error.

To further illustrate this point, the terms represented by $G$ in (2.4) are summed over the horizontal domain for experiments S1, S3, and S4 with the traditional retrieval technique. The differences of $\Sigma G$ between each experiment and the error-free experiment (experiment F2, run T) are calculated and plotted versus the vertical

<table>
<thead>
<tr>
<th>Experiment</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjoint</td>
<td>0.16</td>
<td>0.14</td>
<td>0.17</td>
<td>0.13</td>
</tr>
<tr>
<td>Traditional</td>
<td>0.23</td>
<td>0.51</td>
<td>0.89</td>
<td>0.23</td>
</tr>
</tbody>
</table>
level in Fig. 9. For experiment S1, the difference is close to zero because the random errors cancel out as they are summed up. For experiment S3, there is clearly a bias in each level and the bias oscillates from one level to the next. When the velocity error is both correlated in the vertical and in the horizontal (experiment S4), there is bias in the forcing terms at each level, but the bias is correlated in the vertical.

Since the pressure field is obtained by solving a three-dimensional Poisson equation for the adjoint method, the above problem does not appear in the adjoint retrieval. This seems to be an advantage of the adjoint method over the traditional method.

4) Rotational and divergent error

In section 2a, we showed that the traditional technique responds differently to rotational and divergent error in the $F$ and $G$ fields. In this section, we compare the two retrieval techniques with rotational and divergent error. Because of the nonlinearity of the advection terms, the simplest method of adding rotational or divergent error to $[F, G]$ is to add the error through the tendency terms. We thus assumed a special form for the error field. A random function $\psi(x, y)$ was first given, and then if pure rotational error was required, the field $[\psi_y, -\psi_x]$ was calculated. This field was added to the horizontal velocity at $t = 22.5$ min and an equal, and opposite field was added to the velocity at $t = 17.5$ min. The total error added to the tendency terms was thus $2[\psi_y, -\psi_x]$ per 5 mins, while zero error was added to the advection and mixing terms since they are calculated using the average of the velocity fields at $t = 22.5$ and 17.5 min. For divergent error, the field $[\phi_x, \phi_y]$ was used and we also adjusted the error in the upper levels of the domain so that the vertical velocity vanished at the upper boundary. Term $\phi$ is also a random function, similar to $\psi$.

It should be noted that this special type of error is favorable to the traditional technique since the advection and mixing terms are calculated exactly, which is not necessarily the case with the adjoint method. With either divergent error or rotational error, we conducted three experiments and compared the two techniques in each experiment. We first added error only to the interior grid points but not the sounding location (experiment R1 for rotational error and experiment D1 for divergent error). We then extended the error to the sounding location (experiment R2 and experiment D2). Finally, we extended the error to the boundaries (experiment R3 and experiment D3). Table 3 lists the rms error in $\theta$ for these different experiments using each retrieval method. The rms error is computed against the retrieval from experiment F2 (run T or run A) in order to isolate the effect of error on the retrieval.

As shown in Table 3, the traditional method is able to retrieve the potential temperature field with zero error (compared to experiment F2, run T) when pure rotational error is added to the interior points but not the sounding location (experiment R1). With pure divergent error, however, it retrieves the $\theta$ field with an rms error of 0.28°C (experiment D1). When the adjoint method is applied to the same datasets, similar performances are obtained for both types of error (0.13°C in experiment R1 and 0.14°C in experiment D1).

When rotational error is extended to the sounding location, the buoyancy error remains at zero with the traditional method (experiment R2). Since the pressure is still retrieved exactly, no error has been introduced at the sounding location. However, when divergent error is extended to the sounding location, the error in $\theta$ increases substantially, from 0.28° to 0.46°C. As discussed in section 2a, the pressure retrieved at the sounding location with divergent error is $p_1 + \phi(i$ sound, $j$ sound), where $\phi(i$ sound, $j$ sound) is the value of the error function at the sounding location. The pressure at the sounding location is then adjusted back to $p_1$ by subtracting $\phi(i$ sound, $j$ sound) from the entire horizontal domain at that level. This adjustment

<table>
<thead>
<tr>
<th>Table 3. The rms buoyancy error for the experiments with rotational error and divergent error.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>Traditional</td>
</tr>
<tr>
<td>Adjoint</td>
</tr>
</tbody>
</table>
then adds further error to the pressure and buoyancy field.

When rotational error is extended to the boundaries, the buoyancy error increases from 0° to 0.26°C (experiment R3, run T). Although the rotational error still cancels out of the right-hand side of the Poisson equation (2.6a), there now is error in the boundary conditions (2.6b). When the divergent error is extended to the boundaries, the buoyancy error only increases slightly from 0.46° to 0.47°C. This is not surprising since divergent error at the boundary should only affect the pressure at the boundary, and hence the total buoyancy error should not increase significantly.

In contrast to the traditional method, the error in the retrieved potential temperature field using the adjoint method stays almost the same between the three experiments, either with rotational error or with divergent error. Since the adjoint method solves a three-dimensional Poisson equation, there is no need to specify a sounding location and to subtract the pressure at that location as done in the traditional technique. Furthermore, the adjoint method seeks an optimal fit between the model and the observations. The additional error extended to a particular point or to the boundaries does not change the optimal solution substantially.

These results suggest that the adjoint method is generally better at handling divergent error in \([F, G]\), while the traditional method may have an advantage with rotational error as long as that error does not extend to the boundaries. How this relates to error in the velocity fields is somewhat difficult to quantify because of the nonlinear terms in \([F, G]\). Results with gust fronts (Crook 1994) and convective storms (Hane et al. 1981) have suggested that the tendency terms usually dominate \([F, G]\). This means that the error that is predominantly divergent/rotational in the velocity fields will produce divergent/rotational error in \([F, G]\).

5) COMPARING THE VERTICAL VELOCITY FIELDS

A number of observational studies using the traditional radar analysis method (Ray et al. 1980; Gal-Chen and Kropfli 1984; Schneider 1991) have found that obtaining the vertical velocity by directly integrating the continuity equation can lead to unrealistically high velocities at the top of the integration domain. This occurs due to the fact that the error in the horizontal velocity fields is accumulated as the integration continues to the top. Various techniques (Ziegler 1978; Ray et al. 1980; Chong et al. 1983) were developed to overcome this difficulty so that a better-estimated vertical velocity can be obtained. Among them, the most commonly used technique was the variational adjustment technique developed by Ray et al. (1980). However, this technique was found to be numerically unstable by Schneider (1991) when applied to Phoenix II data. Since the vertical velocity obtained from the adjoint retrieval satisfies not only the continuity equation but also the equations of motion, the above-mentioned problem is avoided when the adjoint technique is used. In this section, we compare the vertical velocity obtained from the adjoint retrieval with that obtained from direct integration of the continuity equation. We use the results from experiment RE with the error magnitude of \(\pm 0.50 \text{ m s}^{-1}\) to make the comparison. Figure 10 shows the vertical velocity field from the control simulation (Fig. 10a), from the integration of the continuity equation (Fig. 10b), and from the adjoint retrieval (Fig. 10c). The rms error is 0.31 m s\(^{-1}\) from the integration of the continuity equation and 0.097 m s\(^{-1}\) from the adjoint retrieval. It is clearly seen that the vertical velocity field obtained from the adjoint retrieval is more accurate than that from the integration of the continuity equation. There is no accumulated noise in the upper levels of the domain and the strength of the updraft is closer to the control simulation.

6) ADJOINT RETRIEVAL WITH FIRST GUESS PROVIDED BY THE TRADITIONAL METHOD

In the previous subsections, we demonstrated that the adjoint method could, under most circumstances, retrieve the buoyancy field more accurately than the traditional method. In this section, we examine how the retrieval performs when both methods are combined. The easiest way to incorporate the two methods is to perform the traditional retrieval first and then use the results as the first guess to conduct an adjoint retrieval. This approach was used in experiment F4, in which the first guess of the potential temperature was that obtained by a traditional retrieval. The traditional retrieval was similar to that in experiment F2, run T, but the retrieval was performed at the start of the assimilation period using the Euler-forward scheme. The experiment was run for 100 iterations. The first-guess field for the potential temperature is shown in Fig. 11a. The relative rms error in \(\theta\) is compared with that in experiment F2, run A, for each iteration in Fig. 11b. It can be observed in Fig. 11b that the error in experiment F4 reduces rapidly in the first ten iterations, equaling the accuracy achieved by experiment F2 after 50 iterations. We have also found that with this first guess, the penalty terms in the cost function are no longer needed, indicating that additional constraints are not necessary when a first guess contains sufficient information about the solution. This experiment suggests that the retrieved buoyancy field using the traditional method provides some important information, although it contains a large amount of error (90%). With this improved first guess, the adjoint method is able to obtain a rather accurate retrieval within ten iterations.

5. Summary and conclusions

We tested and compared the performance of the traditional method and the adjoint method in thermody-
Dynamic retrieval using both real data of a gust front and simulated data of a collapsing cold pool. In the real data tests, the adjoint method retrieved a smoother and more intense gust front. With simulated data, we first examined the sensitivity of the techniques to temporal resolution of the data and then compared the performance of the techniques when the velocity data were contaminated by errors with various structures. It is found that the adjoint method outperforms the traditional method in most of the cases examined. Other specific results from the simulated data study are summarized as follows.

**Fig. 10.** Vertical velocity field (a) from control run, (b) from vertical integration of the continuity equation, and (c) from adjoint retrieval.

**Fig. 11.** (a) The first-guess field for potential temperature in experiment F4; (b) Relative rms error in \( \theta \) against the number of iterations. The solid curve is for experiment F4 and the dotted curve is for experiment F2 (run A).
1) The adjoint method obtained a more accurate retrieval of the buoyancy field when the interval of the radar volumetric data was over 2 min. The adjoint retrieval showed little sensitivity to data frequency, while the traditional retrieval degrades significantly as the data interval increases.

2) As random error is added to the velocity data, the adjoint technique is able to produce a more accurate retrieval than the traditional technique with or without smoothing of the velocity data.

3) The adjoint technique is robust to various errors, while the traditional technique is sensitive to the error characteristic. When the error is correlated in the horizontal but not correlated in the vertical, the traditional technique gives poor results in the retrieved buoyancy.

4) The traditional method may have an advantage with rotational error in the terms $[F, G]$ as long as that error is confined to the interior, while the adjoint method is generally better at handling divergent error.

5) The traditional retrieval is sensitive to the velocity error at the sounding location. This problem does not appear in the adjoint retrieval because it is not necessary to specify the location of the sounding for the adjoint technique.

6) When errors exist in the horizontal velocity fields, a more accurate vertical velocity field can be obtained with the adjoint technique than the direct integration of the continuity equation.

7) When the two techniques are combined, that is, the initial guess in the adjoint retrieval is provided by the traditional technique, the efficiency of the adjoint method is improved significantly. A rather accurate retrieval can be obtained within 10 iterations.

There are two reasons why the adjoint method is more tolerant to error in most cases. First, the adjoint method retrieves the buoyancy field by fitting the model to the data rather than by directly inserting the velocity data into the model and assuming an evolution as done with the traditional method. Second, by solving a three-dimensional Poisson equation, the adjoint method is able to obtain a smoother three-dimensional pressure field than the traditional method in which a two-dimensional Poisson equation is solved first and then $\partial p/\partial z$ is calculated to retrieve the buoyancy field.

Experiments using simulated data allow us to assess the performance of the retrieval methods more easily because the correct fields are known. It is therefore convenient to compare the sensitivity of the two methods with respect to various factors. However, it should be kept in mind that the simulated data can never replicate the complex atmospheric situations, although we have made every effort to have the simulated data resemble the real data. Although we have compared these two methods using a real dataset in our current study, the comparison is not considered complete until more tests are conducted on real data under various atmospheric conditions.

In the current study, we have focused our attention on the dry boundary layer. Recently we have extended the adjoint model to include moist processes and we are testing the technique on real data as well as simulated data. The aim is to retrieve the microphysical variables as well as the thermodynamic fields. Traditional methods for microphysical retrieval generally use the steady-state assumption, which can be a serious problem if a storm evolves rapidly with time. The adjoint technique is able to account for the time variation of the model variables. Moreover, it can retrieve the dynamical and microphysical variables simultaneously, allowing feedbacks between all processes. Preliminary tests of the adjoint technique on moist convection observed during the Convective and Precipitation/Electrification Experiment (CAPE) (Sun et al. 1995) have shown promise. Further tests of the technique in dynamical and microphysical retrieval are currently under way.
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