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[1] Radiative transfer modeling through cloudy atmospheres requires accurate
measurement of the cloud properties. In liquid water clouds, accurate measurements of
the liquid water path (LWP) are required, especially when the LWP is less than
100 g/m2. A new ground-based retrieval algorithm was developed that retrieves LWP
using infrared (8–13 mm and 3–4 mm) and microwave (23.8 and 31.4 GHz) radiance
observations, as microwave radiance is sensitive to a large range of LWP (less than 5 to
over 1000 g/m2) and infrared radiance is extremely sensitive to LWP less than
approximately 60 g/m2. The random error in the retrieved LWP is estimated to be less
than 4% when the LWP is less than 50 g/m2 but, for larger LWPs, it increases to at least
12 g/m2. The algorithm is also able to retrieve effective radius (re) when the LWP is
less than approximately 60 g/m2. This new retrieval algorithm was applied to data
collected by the Atmospheric Radiation Measurement (ARM) program’s Mobile Facility
at Pt. Reyes, California, from July to August 2005. Daytime retrieved re values agree
well to airborne in situ observations, with a mean bias of 0.11 mm. A radiative
transfer model utilizing the retrieved cloud properties was used to compute the surface
and top of the atmosphere fluxes. The flux residuals (observed minus calculated)
demonstrate a significant reduction in scatter (approximately a factor of 2 for
LWP < 40 g/m2) relative to flux calculations where the cloud properties were determined
by the microwave-only retrieval algorithm MWRRET.
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1. Introduction

[2] Accurate modeling the solar and infrared radiative
flux though the atmosphere is critical for global climate
models (GCMs) [e.g., Cess et al., 1996], since it is the
distribution of radiative and latent heating within the atmo-
sphere that drives the atmospheric circulation [Stephens,
2005]. Improving the treatment of the interaction of clouds
and radiation in GCMs is critical to improve the long-term
predictive capability of GCMs. The U.S. Department of
Energy’s Atmospheric Radiation Measurement (ARM) pro-
gram’s overarching goal is to improve the radiative transfer
parameterizations in GCMs, and especially in cloudy atmos-
pheres [Stokes and Schwartz, 1994; Ackerman and Stokes,
2003]. In order to improve these parameterizations, ARM
has equipped its ground-based climate research facilities
with a wide variety of sensors to measure (directly or
indirectly) the various geophysical variables that are critical
to evaluate these radiative transfer models. These variables
include the radiative fluxes themselves, profiles of atmo-
spheric state (i.e., temperature and water vapor profiles),

aerosol profiles, and importantly cloud macrophysical and
microphysical properties.
[3] Cloud properties, including phase, water content,

particle size distribution, and in the case of ice particles
shape information can in principle be determined with in
situ observations on airborne platforms. However, in situ
observations suffer from several shortcomings, including
small sample sizes, limited duration, and potential con-
tamination due to the sampling approach. Therefore, while
aircraft observations are very useful for characterizing
cloud processes and provide one way to validate remote
sensing techniques, these observations are not well suited
for long-term cloud measurements for a climate research
program.
[4] The approach adopted by the ARM program, and

other programs such as CloudNet [Illingsworth et al., 2007],
is to deploy well-characterized remote sensors at ground-
based sites that measure variables related to the actual
geophysical quantities desired, and invert these observations
to get the desired product. During the last decade, many
different approaches were developed to retrieve the proper-
ties of liquid water clouds [e.g., Min and Harrison, 1996;
Liljegren and Lesht, 1996; Frisch et al., 1995; Matrosov et
al., 2004; Donovan and van Lammeren, 2001]. However, a
recent study by Turner et al. [2007b] evaluated 18 of these
algorithms for a ‘‘simple’’ single-layer, stratiform, warm-
cloud case at the ARM Southern Great Plains (SGP) site
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where the LWP was less than approximately 100 g/m2. The
resulting spread among the algorithmswas as large as 40 g/m2

or about 50% of the value. Therefore, while progress has
been made in retrieving LWP and effective radius for liquid
water clouds, more work is required to achieve the accura-
cies needed when the LWP is small.
[5] Radiative fluxes (both longwave and shortwave) are

particularly sensitive to small perturbations in the LWP
when the LWP was less than 100 g/m2 [Sengupta et al.,
2003; Turner et al., 2007b]. Recent studies have demon-
strated that a large fraction of the liquid water clouds have
LWP < 100 g/m2 in different climate regimes, including the
Arctic [Shupe and Intrieri, 2004], midlatitudes [Marchand
et al., 2003], and nonprecipitating clouds in the tropical
western Pacific [McFarlane and Evans, 2004]. Therefore
improving the retrieval of LWP, especially in scenes with
small LWP, from ground-based observations is a high
priority for climate studies.
[6] We have developed a new method that combines

ground-based infrared and microwave radiance observations
to retrieve LWP over the entire dynamic range of LWP, and
also has excellent sensitivity to LWP when the LWP is
small. We have applied this technique to data collected by
the ARM Mobile Facility (AMF) [Miller and Slingo, 2007]
at Pt. Reyes, California (38.092�N, �122.956�E) from July
to August 2005. The algorithm is evaluated by using the
retrieved cloud properties in a radiative transfer model to
compute the surface shortwave and longwave downwelling
radiative flux, and top-of-the-atmosphere (TOA) shortwave
albedo. The comparison of these calculations with flux
observations at the surface and at TOA demonstrates that
the combined infrared+microwave method provides more
accurate cloud properties than those derived from micro-
wave radiometer (only) observations. The retrieval algo-
rithm is also able to retrieve effective radius when the LWP
is less than approximately 60 g/m2; we have evaluated the
retrieved effective radius using aircraft in situ observations
collected at the AMF site.

2. Instruments

[7] Each ARM climate research facility, including the
AMF, has a wide variety of in situ and remote sensing
instrumentation, including state-of-the-art passive radio-
meters. In this study, we retrieve LWP and effective radius
(re) using observations from the Atmospheric Emitted
Radiance Interferometer (AERI) and the Microwave Radi-
ometer (MWR), which are described below. The retrieval
algorithm also needs ancillary information about the
atmosphere. The cloud base height was determined from
collocated Vaisala ceilometer observations, and atmospheric
state information (i.e., temperature and water vapor
profiles), as well as cloud temperature, is obtained from
Vaisala RS92 radiosondes. Radiosondes were launched
nominally every 6 hours during this AMF deployment.
Each radiosonde moisture profile was scaled with a height-
independent factor such that the integrated water vapor
agreed with the precipitable water vapor (PWV) retrieved
from the MWR [Turner et al., 2003a]. This reduces the
diurnal bias in the calibration of the radiosonde water
vapor sensor.

2.1. AERI

[8] The AERI is a hardened, automated infrared interfer-
ometer that measures downwelling radiation from 530 to
3050 cm�1 (19.0 to 3.3 mm) with 1 cm�1 resolution
[Knuteson et al., 2004a, 2004b]. The AERI is built around
a commercial interferometer and uses mercury cadmium
telluride (MCT) and indium antimonide (InSb) detectors in
a ‘‘sandwich’’ arrangement that provide good sensitivity to
the downwelling infrared radiation. The AERI periodically
views two well-characterized, high emissivity blackbodies,
one of which is held at 60�C while the other floats at
ambient temperature. An absolute calibration that is better
than 1% of the ambient radiance (3-s) is achieved through
accurate monitoring of the blackbody temperatures (as well
as the structural temperatures around the blackbodies)
together with corrections for the instrument self-apodization
and nonlinearity in the MCT detector [Knuteson et al.,
2004b]. The radiometric uncertainty of the AERI observa-
tions is determined from the imaginary portion of the
calibration equation [Knuteson et al., 2004b], and thus the
scene-dependent instrument noise is determined directly for
each AERI observation.
[9] Techniques that combine observations from multiple

sensors must consider the differences in their temporal and
spatial resolutions. The field-of-view of the AERI is
2.6 degrees (46 mrad) full-width half-maximum. The
observation cycle utilized by the AERI at Pt. Reyes con-
sisted of a 3-min average of sky radiance data, followed by
2-min views of each of the calibration blackbodies. This
sampling strategy does not capture the (possibly large)
variability in the cloud field as it advects over the instru-
ment, but it does attain an excellent signal-to-noise ratio.
The ARM program is currently modifying the AERI
sampling strategy to increase the temporal resolution to
provide 12-s average sky views every 30 s, and a principal
component noise filter is being used to reduce the uncorre-
lated noise in these observations [Turner et al., 2006].

2.2. MWR

[10] The ARM program has deployed two-channel
MWRs at each of its facilities. These MWRs observe
downwelling microwave radiance at 23.8 and 31.4 GHz.
The former frequency is on the wing of the 22.2 GHz water
vapor absorption line and the latter is in an atmospheric
window where the signal is dominated by liquid water
emission when there are clouds in the instrument’s field
of view. From these observations, statistical or physical
retrievals can be used to retrieve both PWV and LWP [e.g.,
Liljegren and Lesht, 1996; Turner et al., 2007a]. The
instrument views a single blackbody target during each
observation cycle. A noise diode, which inserts a fixed
amount of additional energy, is switched on during the view
of this target. This strategy results in essentially two
blackbody views (i.e., with the noise diode off and on)
and allows the gain of the instrument to be determined,
provided the effective temperature of the noise diode is
known. To calibrate the noise diode, tip-curve data [Han et
al., 1994] are collected during homogeneous clear-sky
periods and an automated routine reduces these data to
determine the gain of the system that is then used to
calibrate the noise diode [Liljegren, 2000]. This procedure
is able to maintain the calibration of the radiometer to
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approximately 0.3 K RMS [Liljegren, 2000]. The MWR
uses the same antenna for both frequencies, and thus the
field of view for each is slightly different (5.9� and 4.5� full-
width half-maximum for 23.8 and 31.4 GHz, respectively).
The instrument averages downwelling radiance for 1 s each
for both channels (serially, not simultaneously) every 20 s.
The remainder of the time in the 20-s period is spent
viewing the blackbody and other housekeeping tasks.

3. Retrieval Algorithm

3.1. Sensitivity to LWP

[11] For over two decades, ground-based MWRs have
been used to provide estimates of LWP. At 31.4 GHz, the
downwelling radiance responds linearly with increasing
LWP for LWP less than 100 g/m2 (Figure 1). The radio-
metric uncertainty of the MWR observations at 31.4 GHz is
approximately 0.3 K, and thus the uncertainty in the LWP
retrievals is at least ±12 g/m2 at any point in the LWP range
(the dotted line in Figure 1). However, the MWR’s LWP
uncertainty is usually considered to be at least 25–30 g/m2

because of uncertainties in the microwave absorption model
or retrieval method employed [e.g., Turner et al., 2007b;

Marchand et al., 2003; Westwater et al., 2001; Hewison et
al., 2006]. Furthermore, recent studies have also shown that
significant biases in the MWR observed radiance need to be
accounted for to reduce the clear sky biases in LWP [Turner
et al., 2007a; Gaussiat et al., 2007]. Therefore the LWP
derived from the MWR has unacceptably large uncertainties
when the LWP is less than 100 g/m2, being 25% or more.
[12] The sensitivity to LWP by a ground-based infrared

radiometer is significantly different than for a microwave
radiometer. The radiometric uncertainty of the AERI obser-
vations at 11 mm is less than 1 mW/(m2 sr cm�1) (hence-
forth called a radiance unit RU) for typical midlatitude
conditions. For LWP < 50 g/m2, the sensitivity of the
downwelling 11 mm radiance to changes in LWP are much
greater than the AERI uncertainty. However, as the LWP
increases, the downwelling infrared radiance saturates and
reaches an asymptote at about 60 g/m2, where the sensitivity
of the downwelling 11 mm radiance to changes in LWP
decreases to the level of the AERI instrument uncertainty
(Figure 1).
[13] Therefore a ground-based infrared radiometer has

good sensitivity to clouds with small LWP when the
uncertainty in the MWR retrievals is relatively large;
conversely, the infrared signal saturates at larger LWP
amounts where the relative uncertainty in the MWR values
is smaller. Our combined infrared-microwave retrieval al-
gorithm takes advantage of these complementary sensitiv-
ities to provide more accurate retrievals of LWP.

3.2. Combined Infrared and Microwave Retrieval
Algorithm

[14] The combined infrared-microwave retrieval algo-
rithm is an extension of the Mixed-phase Cloud Retrieval
Algorithm (MIXCRA) developed by Turner [2005].
MIXCRA was designed to retrieve the optical depth and
effective radius of both the liquid and ice components in
Arctic clouds from extended range AERI observations in
the 8–13 mm and 18–24 mm bands. From the liquid water
optical depth and effective radius, the LWP was computed.
The algorithm utilizes an optimal estimation approach, and
thus the uncertainties in the observations and the sensitivity
of the forward model are propagated to provide uncertain-
ties in the retrieved products. The capability of MIXCRA to
retrieve properties of both the ice and liquid phases in
mixed-phase clouds is limited to conditions where the
18–24 mm band is semitransparent. Because of the strong
water vapor absorption in this band, this requires that the
PWV be less than 1 cm. However, if a priori information on
the cloud phase is known, this information can be used by
the algorithm and enables it to retrieve the properties of the
single-phase cloud. The algorithm is utilized in this manner
to retrieve LWP and effective radius when the PWV is larger
than 1 cm.
[15] However, the dynamic range of the retrieved optical

depth in the early version of MIXCRAwas limited to visible
optical depths below approximately 6. At optical depths
above this limit the emissivity in some portions of the 8–
13 mm window is unity and thus the algorithm no longer has
enough information to accurately retrieve effective radius.
This was discussed by Turner and Holz [2005], who
incorporated additional observations from the 3–4 mm band
(also observed by the AERI) into the algorithm during the

Figure 1. Simulated cloudy minus clear sky radiance
difference at 11 mm and 31.4 GHz for a range of LWP. The
radiometric uncertainty in the MWR observations at
31.4 GHz is approximately 0.3 K, which roughly translates
into a 12 g/m2 uncertainty in LWP (dotted line). However,
since the sensitivity of the 31.4 GHz signal is linear with
increasing LWP over this LWP range, MWR-based retrievals
of LWP will have at least 12 g/m2 uncertainty over this entire
range. The uncertainty in the AERI observations is less than
1 RU at 11 mm (1 RU is 1 mW/(m2 sr cm�1)), and thus the
AERI has sensitivity to changes in LWP until the LWP
increases above about 60 g/m2 (dashed line), at which point
the change of infrared radiance to changes in LWP decrease
below the level of the AERI instrument uncertainty. The
AERI’s sensitivity to LWP is especially large for smaller
LWP values. Both calculations use the same atmospheric
configuration: the temperature and water vapor were
observed at the ARM SGP site in October 1999, the PWV
is 2.18 cm (a value close to the mean PWV seen at Pt.
Reyes), the cloud base is at 1 km, the cloud is 300 m thick,
and the effective radius is 8.0 mm.
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daytime as an additional constraint to improve the retrievals
in these cases. This updated ‘‘2-band’’ version of MIXCRA
could retrieve LWP, effective radius, and optical depth for
all single-layer liquid clouds that had LWP below approx-
imately 60 g/m2 (the exact upper limit depends on the
effective temperature of the cloud and the amount of water
vapor between the instrument and the cloud).
[16] To obtain LWP across its entire dynamic range (i.e.,

less than 5 to over 1000 g/m2), we have modified MIXCRA
to be a ‘‘3-band’’ algorithm. The observed vector, Y, now
includes both AERI (8–13 mm and 3–4 mm) and MWR
(23.8 and 31.4 GHz) radiance observations, where the
MWR observations were averaged over the AERI’s sky
averaging period. The spectral channels used in the retrieval
are listed in Table 1. The forward model uses the LBLDIS
model (which is a combination of the LBLRTM and
DISORT [Turner et al., 2003b]) for the infrared calculations
and the MonoRTM model [Clough et al., 2005; Turner et
al., 2007a] for the microwave calculations. The infrared and
microwave gas absorption forward models share the same
theoretical basis, as the MonoRTM is a monochromatic
version of the LBLRTM. However, the liquid water aspects
of the two models are different. The MonoRTM uses the
liquid water absorption model of Liebe et al. [1991], but the
scattering properties of the water drops used by LBLDIS are
determined using Mie theory.
[17] For this study, the state vector that we are retrieving

is X = [t, re, Fc]
T, where t is the optical depth of the liquid

cloud [unitless], re is the effective radius of the droplets
[mm], and Fc is the cloud fraction in the AERI’s field of
view during its averaging period [unitless] (the T denotes
matrix transpose). The algorithm retrieves the extinction
infrared optical depth tIR; however, this is converted to
the ‘‘geometric-limit’’ optical depth t by the relationship
t = 2/Qe,IR tIR; from this point forward ‘‘optical depth’’
will always refer to the geometric-limit extinction optical
depth. Fc is an effective cloud fraction, which allows the
downwelling radiance Iscene to be modeled as

Iscene ¼ Fc Icloudy þ ð1� FcÞ Iclear: ð1Þ

Turner and Holz [2005] have shown that Fc is highly
correlated with the true cloud fraction in the AERI’s field
of view.
[18] MIXCRA retrieves the state vector using a physical-

iterative approach, where for iteration n+1, we derive Xn+1

as

Xnþ1 ¼ Xa þ S�1
a þKTS�1

e K
� ��1

KTS�1
e Y� F Xnð Þ þK Xn � Xað Þð Þ;

ð2Þ

where Xa is the a priori state vector with its covariance
matrix Sa, Se

�1 is the covariance matrix of the observations,
and K is the Jacobian of the forward model at Xn. The
Jacobian is computed using finite differences due to the
nonlinearity of the infrared radiative transfer. The observa-
tion covariance matrix includes contributions from three
sources: random instrument uncertainties, uncertainty in the
PWV, and uncertainty in the cloud temperature. The first of
these sources is assumed to be frequency-independent (i.e.,
no cross terms in the covariance matrix), but the last two are
correlated with wavelength and thus Se

�1 has off-diagonal
entries [Turner, 2005]. The uncertainty in each AERI
observation is derived from the imaginary part of the
complex calibration equation [Knuteson et al., 2004b],
while the uncertainty in the PWV and cloud temperature
was assumed to be 5% and 2 K, respectively.
[19] The optimal estimation approach used here allows

the uncertainties in the observations and the a priori state
vector to be propagated to provide uncertainties in the
retrieved variables. The 1-s uncertainties in the state vector
X are given by ex, where

exe
T
x ¼ S�1

a þKTS�1
e K

� ��1
: ð3Þ

[20] The a priori state vector Xa and its covariance matrix
Sa are often computed from climatology. However, if the
data used to determine the climatology does not span all
conditions then the a priori determined in this manner will
be too restrictive and potentially bias the retrieved param-
eters. While in situ aircraft data from July 2005 above the
Pt. Reyes site (discussed later) are available, these data were
not used in the a priori state vector. Instead, we have
arbitrarily chosen Xa to be [8.0, 8.0, 0.9]T, but also assumed
large uncertainties in these quantities (1-s values of 10, 2.0,
and 0.2, respectively) such that the a priori is not a serious
constraint to the retrieval algorithm.
[21] MIXCRA does not retrieve LWP directly (i.e., LWP

is not an element of the state vector X), rather it is derived
from the retrieved optical depth and effective radius as

LWP ¼ 2

3
rwret; ð4Þ

where rw is the density of liquid water and re is constant in
the column. The uncertainties in re and t are propagated to
provide uncertainties in LWP. It should be noted that for
large LWP, the infrared spectrum is totally opaque. For
cases where the LWP is just above the saturation point for
the infrared, the AERI observations continue to add
information to the retrieval by requiring the retrieved
LWP to be larger than the infrared saturation level.
However, if the LWP is significantly larger than the
saturation point, then the entire information content on
LWP is coming from the MWR and the uncertainty in the
derived LWP using this approach is virtually the same as in
a physical-iterative retrieval that used only the MWR
observations [e.g., Turner et al., 2007a].
[22] An advantage of the optimal estimation approach is

that we can easily determine the information content in the
observations relative to a retrieved variable. One measure
of the amount of information contained in the observations

Table 1. Spectral Channels Utilized in the MIXCRA Retrievals

Center Wavelength Center Wavelength Spectral Width

12.2 mm 820.0 cm�1 6.0 cm�1

11.1 mm 901.6 cm�1 6.2 cm�1

8.9 mm 1128.5 cm�1 9.0 cm�1

8.7 mm 1145.1 cm�1 5.8 cm�1

4.1 mm 2455.0 cm�1 10.0 cm�1

3.8 mm 2610.0 cm�1 20.0 cm�1

3.5 mm 2860.0 cm�1 20.0 cm�1

23.8 GHz 0.79 cm�1 0.30 GHz
31.4 GHz 1.05 cm�1 0.30 GHz
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about a retrieved variable is to compute the ratio of the
uncertainty of the retrieved variable (computed using
equation (3)) to the uncertainty of its a priori value. For
example, for LWP < 50 g/m2, the ratio of the uncertainty
in the retrieved effective radius to the uncertainty in the a
priori value of the effective radius (which was assumed to
be 2 mm above) is less than 0.3; however, as the LWP
increases beyond 60 g/m2 this ratio increases dramatically
toward the upper limit of 1. Large values of this ratio
imply that the observation does not have much information
about the retrieved parameter, which results in the a priori
value having a larger weight in the retrieval of that
parameter. This makes intuitive sense for the retrieval of
re since the infrared spectrum is semitransparent for LWP
< 60 g/m2 (Figure 1) and thus the effective radius can be
determined. When the infrared spectrum becomes opaque
for LWP larger than this threshold, the retrieved re is being
constrained only by the observations from the MWR that
contain no information on particle size, and thus the re
value returned by the retrieval algorithm will be a random
variable from a Gaussian distribution with a mean and
standard deviation specified by the assumed a priori value
and its standard deviation (8 mm and 2 mm, respectively,
for this work). Similarly, all of the information on the
effective cloud fraction Fc is carried in the infrared
spectrum. Therefore the subsequent analysis of re and Fc

below are restricted to cases where the infrared spectrum is
semitransparent.

4. Results

[23] The improved MIXCRA (infrared plus microwave)
algorithm was applied to data collected by the AMF at Pt.
Reyes, California, from July to August 2005. The AMF was
deployed to this location to study the microphysical prop-
erties of the clouds and drizzle as the marine stratus clouds
move onshore. During this 62-day (two-month) period, the
ceilometer identified clouds overhead 89% of the time and

their bases were always less than 500 m above the ground.
The distribution of the MIXCRA-retrieved LWP is given in
Figure 2. During this period, there were four short episodes
of cirrus (a total of 3.7 days, which were identified using the
outgoing longwave radiation measured by the Geostationary
Operational Environmental Satellite (GOES-10)), that were
removed from this analysis. The median value of the LWP
distribution (retrieved using MIXCRA) is 58 g/m2, with first
and third quartile values of 25 and 109 g/m2, respectively.
Thus this is an excellent data set to test the accuracy and
robustness of the improved MIXCRA algorithm relative to
microwave-only retrieval algorithm for LWP < 100 g/m2.
[24] Marine stratiform clouds, such as those observed at

Pt. Reyes, occasionally will contain regions where the cloud
is drizzling. Gerber [1996] demonstrated that marine stra-
tocumulus clouds typically have two drizzle modes, a light
mode where the liquid water content of the drizzle is less
than 0.01 g/m3 and a heavy mode where the liquid water
content is significantly large than this threshold. Light mode
drizzle does not affect the microwave retrievals of LWP
[Löhnert and Crewell, 2003] or the infrared retrievals
because of small amount of liquid in the drizzle droplets,
and thus the MIXCRA-retrieved LWP is not affected. When
the drizzle is in the heavy mode, the LWP is typically well
above the infrared saturation point, and thus sensitivity of
the MIXCRA-retrieved LWP to the drizzle is the same as
sensitivity of a microwave-only retrieval of LWP in these
cases [Löhnert and Crewell, 2003].

4.1. Uncertainties in LWP and re
[25] As indicated above, the MIXCRA algorithm pro-

vides the uncertainties in the retrieved parameters. We
selected the cases where the MIXCRA algorithm success-
fully retrieved re, t, and LWP in overcast conditions (Fc >
0.95) by screening the data where the 1-s uncertainty in re
was less than 1 mm and re < 15 mm. This resulted in 1420
nighttime cases and 1318 daytime cases. A case was
considered to be ‘‘daytime’’ if the solar elevation was more
than 8 degrees above the horizon, as for elevations below
this limit the solar contribution in the 3–4 mm spectral
region is not used in the MIXCRA retrieval; all other cases
are considered to be ‘‘nighttime.’’ The distributions of the
uncertainty in LWP and re as a function of LWP are shown
in Figure 3.
[26] The uncertainty in the retrieved re is smallest for

cases where the LWP is approximately 10 g/m2 (Figure 3),
which coincides with the LWP range where the infrared
radiance has the largest sensitivity to change in LWP
(Figure 1). The random error in the retrieved re values is
less than 0.2 mm for 1 g/m2 < LWP < 30 g/m2 and less than
0.4 mm for 30 g/m2 < LWP < 50 g/m2. The scatter in the 1-s
uncertainties in the retrieved re are similar for both daytime
and nighttime retrievals, but there is a small amount of
additional scatter in the daytime results. This additional
variability is introduced by the utilization of the radiance
observations in the 3–4 mm band and the solar scattered
radiation that is detected and utilized by the retrieval;
however, as we will discuss below, the use of this band in
the retrieval removes a bias in the re retrievals.
[27] The uncertainty in the retrieved LWP (Figure 3) is

approximately 0.25, 0.80, and 1.80 g/m2 for LWP values of
20, 40, and 50 g/m2, respectively, which translates into

Figure 2. Distribution of LWP from MIXCRA for 1 July
to 31 August 2005 over the AMF site at Pt. Reyes,
California. There are 10,481 observations in this distribution.
The first, second, and third quartile values are 25, 58, and
109 g/m2, respectively.
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relative errors of 1.3%, 2.0%, and 3.6%. For LWP > 60 g/m2,
the MIXCRA retrieval of LWP is based almost entirely on
the microwave observations since the infrared signal has
saturated. This results in the 1-s uncertainty in LWP being
on the order of 15 g/m2 (Figure 1; note that the y axis is
truncated lower than this value). (The MWR-retrieved LWP
is often quoted to have an uncertainty of 25–30 g/m2 [e.g.,
Marchand et al., 2003; Westwater et al., 2001]; this uncer-
tainty includes both the random uncertainty of about 15 g/m2

together with the bias uncertainty of equal or larger value.)
The uncertainty in the MIXCRA-retrieved LWP translates
into a relative 1-s uncertainty of 21%, 15%, and 8% for
LWP values of 70, 100, and 200 g/m2, respectively.
The large sensitivity of the infrared signal to LWP relative
to the microwave signal, given the radiometric uncertainties
of the AERI and MWR, essentially results in the algorithm
utilizing the infrared observations almost solely when the
cloud is semitransparent in the infrared (i.e., has LWP <
60 g/m2). Therefore small biases in the microwave bright-
ness temperature observations (such as those reported by
Turner et al. [2007a]) have little influence on the LWP
retrievals when the cloud is semitransparent in the infrared,
which leads to significantly better retrievals of LWP.

4.2. Diurnal Sensitivity of re
[28] MIXCRA retrieves valid values of re and t when the

cloud is semitransparent in the infrared, where valid values

are determined by looking at the ratio of the 1-s uncertainty
in re to the uncertainty in its a priori value. Figure 4 shows
the distribution of re for both daytime and nighttime cases
both as a function of LWP and t. There is a significant
diurnal signal in the dependence of the retrieved re value on
t and LWP. During the daytime, the dependence of re on the
LWP or optical depth is small. For example, the mean value
of re is approximately 6.4 mm for LWP from 0 to 50 g/m2

during the daytime, but during the nighttime the mean re
value increases from 6.3 mm for LWP < 25 g/m2 to over
8 mm for LWP between 45 and 55 g/m2 (Table 2).
[29] The information for the retrieval of re comes from the

shape of the infrared emissivity spectrum in the 8–13 mm
band and the amount of sunlight scattered into the AERI’s
detector in the 3–4 mm band during the daytime. For LWP <
30 g/m2, the re is accurately retrieved. However, as the LWP
increases above 30 g/m2, the emissivity at 13 mm
approaches unity because of the strong absorption of liquid
water at that frequency. As the LWP continues to increase,
an increasingly larger portion of the emissivity spectrum
approaches unity, and thus the algorithm produces a high
bias in re (due to the flatter emissivity spectrum) while
maintaining a constant optical depth of approximately 6
[Turner and Holz, 2005]. During nighttime conditions, the
amount of scattered photons in the 3–4 mm band is
negligible, and thus this band offers no additional constraint
to the 8–13 mm observations. This has been verified by
performing the nighttime retrievals using only the 8–13 mm
band, and the results using this single band are the virtually
identical as when the retrieval used both bands. However,

Figure 3. The 1-s uncertainties in the MIXCRA-retrieved
(top) LWP and (bottom) effective radius as a function of
LWP, where the results are separated into (left) nighttime
(solar elevation lower than 8% above the horizon) and
(right) daytime cases. There are 1420 and 1318 cases in the
two categories, respectively. The cases were selected such
that the uncertainty in re was less than 1 mm, re < 15 mm,
and Fc > 0.95.

Figure 4. Distribution of re as a function of (top) optical
depth and (bottom) LWP, separated into (left) nighttime and
(right) daytime categories. The data points were the same as
those shown in Figure 3. The thick gray line in Figure 4
(top) corresponds to LWP = 60 g/m2.
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during daytime conditions there is a significant contribution
to the detected signal at 3–4 mm by scattered solar photons,
where the amount of scattered solar energy incident on the
AERI’s detector is a function of the particle size. Further-
more, if the 3–4 mm band observations are not used during
the daytime, the distribution of re retrieved from MIXCRA
using only the 8–13 mm observations is similar to the
nighttime distribution (i.e., re generally increases as LWP
increases toward 60 g/m2) [Turner and Holz, 2005]. There-
fore the addition of the 3–4 mm band provides an additional
constraint on the effective radius during the daytime. This
phenomenon explains the difference in the re distributions
as a function of LWP in Figure 4.

4.3. Comparison of re to Aircraft Observations

[30] The AMF deployment at Pt. Reyes was augmented
during July by a separate field experiment funded by theDOE
called the Marine Stratus Experiment (MASE). MASE
provided a wealth of additional aerosol and cloud in situ
observations aboard the DOE G–1 Research Aircraft as well
as additional in situ aerosol observations on the surface. In
particular, the Cloud and Precipitation Spectrometer
(CAPS [Baumgardner et al., 2002]) was flown on the G-1,
and droplet effective radii were derived from the 10-s
averages of the Cloud and Aerosol Spectrometer (CAS)
portion of the CAPS. All flight patterns were constant
altitude legs; no spirals were flown by the G-1 during this
experiment.
[31] To evaluate the MIXCRA-retrieved re values, the in

situ data were averaged to provide a single value for each
flight leg when the G-1 was within 25 km of the AMF site,
the droplet number concentration was larger than 25 cm�3,
and the aircraft observation was within 4 min of the AERI
observation. This resulted in 15 different comparisons from
7 different days. The differences between the two methods
have considerable scatter with the difference between the
75th and 25th percentile values being 1.90 mm (not shown);
however, the median of the MIXCRA-retrieved minus in
situ observed effective radius was 0.11 mm. Some of this
variability is due to the horizontal variability in the cloud
field that the aircraft transversed; the mean value of the
variability in the 15 aircraft observations used in these
comparisons is 0.84 ± 0.53 mm. Some of the variability
between the aircraft and the MIXCRA-retrieved values is
due to the fact that the MIXCRA retrieval is a column-
weighted value while the aircraft is sampling only a
localized altitude region of the cloud at any given time.
These in situ observations, which were all collected during
daylight hours, are in good agreement with the MIXCRA

retrievals that utilize the 3–4 mm observations during the
retrieval. If the 3–4 mm observations were not used, then
the MIXCRA retrievals of re would be biased high for
samples with LWP approaching 60 g/m2.

4.4. Radiative Closure Validation

[32] The accuracy of the MIXCRA retrievals was evalu-
ated using radiative flux closure studies. Here the retrieved
cloud properties are used in a radiative transfer model to
compute the surface longwave and shortwave downwelling
broadband radiative flux and the top-of-the-atmosphere
(TOA) shortwave albedo. The computed fluxes are then
compared against observations, and errors in the input cloud
properties are assessed through the biases and scatter in the
flux residuals.
[33] The observed shortwave and longwave fluxes at the

surface and the TOA shortwave albedo are considered
‘‘truth’’ for this exercise, although sampling biases, vari-
ability in the instrument’s field of view, and calibration
uncertainties may affect them. The observed total shortwave
flux at the surface was derived by combining the direct
beam irradiance measured by a narrow incidence pyrheli-
ometer, weighted by the cosine of the solar zenith angle,
with the diffuse flux observed by a shaded pyranometer.
The observed surface longwave flux was the average of the
observations from two shaded pyrgeometers. All of these
radiometers were located at the AMF site, and the data,
which were collected at 1-min resolution, are averaged to
the 3-min averaging period of the AERI. The TOA short-
wave albedo was derived from GOES narrowband radiance
observations, where the conversion factors were derived
from CERES observations [Minnis et al., 1995]. Since Pt.
Reyes is a coastal site, the closest pixel to the AMF site was
used in this analysis. However, because of the difficulty in
obtaining precise geolocation of the GOES data, the uncer-
tainty in the GOES observations was estimated by comput-
ing the standard deviation of the albedo over the 3 � 3 pixel
scene centered upon the site. Only the closest MIXCRA
sample in time are compared to each GOES observation.
[34] To provide context for the MIXCRA results, the

same radiative closure exercise was also conducted using
LWP data from an MWR-only retrieval algorithm
(MWRRET) [Turner et al., 2007a]. The MWRRET algo-
rithm utilizes an advanced statistical retrieval that incorpo-
rates meteorological observations at the surface to help
constrain the retrieval of LWP (and precipitable water
vapor) from the MWR brightness temperature observations.
Additionally, MWRRET also automatically determines if
there is a bias in the brightness temperature observations at
31.4 GHz (the liquid water sensitive channel) during clear
sky scenes and removes the bias. The advanced statistical
retrieval together with the ‘‘bias offset’’ approach result in
significantly improved retrieval of LWP from the MWR
(relative to the original ARM retrieval product [Liljegren
and Lesht, 1996]), especially for cases where the LWP is
less than 100 g/m2 [Turner et al., 2007a]. The MWRRET
data, which is at the nominal resolution of the MWR (i.e.,
20 s), is averaged to the sky-averaging interval of the AERI
(3-min).
[35] The broadband calculations were performed with the

Rapid Radiative Transfer Model (RRTM) [Mlawer et al.,
1997; Barker et al., 2003]. The RRTM is a correlated-k

Table 2. Statistics on the Retrieved Effective Radius as a Function

of LWP for Nighttime and Daytime Conditions

LWP Range,
g/m2

Nighttime Daytime

Mean
re, mm

Stdev
re, mm Npts

Mean
re, mm

Stdev
re, mm Npts

5–15 6.0 1.2 255 6.4 1.4 214
15–25 6.6 0.9 173 6.3 1.5 178
25–35 7.6 1.0 185 6.4 1.5 257
35–45 8.2 1.6 291 6.6 1.6 332
45–55 8.3 2.1 303 6.6 1.5 301
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model that was developed using the gaseous optical depths
computed from the LBLRTM. Scattering in RRTM is
handled by DISORT using 4 streams. The clear sky short-
wave spectral surface albedo was determined from MODIS
observations. These MODIS spectra were interpolated tem-
porally to the MIXCRA observation time and their broad-
band shortwave albedo was scaled to match that determined
at the AMF site from uplooking and downlooking pyran-
ometers. Because clouds were overhead for almost this
entire time period, the aerosol optical depth could not be
routinely measured, and thus no aerosols were included in
the radiative flux calculations.
[36] The retrieved LWP from both the MIXCRA and

MWRRET data sets were distributed uniformly throughout
the cloud layer (i.e., profiles of liquid water content constant
with altitude), and the cloud layer was assumed to be 300 m
thick with the base specified by the ceilometer. This cloud
thickness was the approximate median thickness for this
two-month period suggested by an analysis of colocated
95 GHz cloud radar Doppler velocities; unfortunately,
reflectivity data from this radar could not be calibrated
(M. Miller, personal communication, 2006). The MWRRET
calculations used the re from the coincident MIXCRA
retrieval; when the LWP was too large for MIXCRA to
retrieve re for a particular sample, the median re value for
the day was used in both the MIXCRA and MWRRET
closure calculations. For these calculations, re was also
assumed to be constant with altitude through the cloud. If
the retrieved LWP was less than zero, then the radiative
fluxes were not computed for that sample; this condition
only affected the MWRRET flux calculations.
4.4.1. Case Study: 5–6 July 2005
[37] As indicated above, low overcast clouds existed

above the AMF site for almost the entire July to August
period. An example from a two-day period is provided in
Figure 5. At the start of this period (from 0000 to 0200 UTC
on 5 July), the sky was clear as indicated by the ceilometer
by the lack of strong (white) backscatter from the lidar
(Figure 5a); however, there was a significant aerosol layer
up to approximately 300 m (light gray). However, low-level
clouds advected into the region after 0200 UTC and the

Figure 5. Data from 5 to 6 July 2005 at the Pt Reyes site.
(a) Backscatter observed by the Vaisala ceilometer. (b) LWP
retrieved by the MIXCRA (black squares) and MWRRET
(gray crosses) algorithms. (c) Effective radius from
MIXCRA; gaps in the data are indicative of periods where
the cloud was opaque in the infrared and thus re could not
be retrieved. (d) TOA shortwave albedo observed by the
GOES-10 (nearest pixel value). (e) Observed minus
calculated TOA albedo residuals. (f) Observed total short-
wave flux at the surface. (g) Observed minus calculated
total shortwave flux residuals at the surface. (h) Observed
longwave flux at the surface. (i) Observed minus calculated
longwave flux at the surface. For Figures 5e, 5g, and 5i, the
computed fluxes used both the MIXCRA-retrieved (black
squares) and MWRRET-retrieved (gray crosses) LWP
values. In both cases the effective radius utilized was the
instantaneous MIXCRA retrieval but, if this value was not
available, then the median re value from MIXCRA for the
entire day was utilized.
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LWP increased from 0 g/m2 at 0000 UTC on the 5 July to
over 50 g/m2 at 1200 UTC on 5 July (Figure 5b). During
this period, the MIXRA-retrieved LWP (black squares,
Figure 5b) was often significantly different than the
MWRRET-retrieved value (gray crosses, Figure 5b). From
0000 to 1200 UTC on 5 July, the MIXCRA-retrieved re
value changed dramatically from approximately 4 mm to
over 10 mm (Figure 5c). During this period, the LWP was
less than 50 g/m2 and thus the uncertainty in the retrieved re
is less than 0.5 mm (Figure 3). Furthermore, the increase in
the re over this period coincides with a significant decrease
in the observed cloud condensation nuclei (CCN) counts

measured at the surface as part of MASE (not shown). The
correlation between the change in re and CCN counts
suggests that rapid change in re is likely a real response to
changing aerosol conditions; however, a full investigation
of this particular feature is beyond the scope of this paper
and will be the subject of future work.
[38] Figure 5 shows the observed TOA shortwave albedo,

surface shortwave flux, and surface longwave flux (Figures 5d,
5f, and 5h) and the corresponding observed minus calculated
residuals (Figures 5e, 5g, and 5i). For this 2-day example,
the TOA albedo (Figure 5e) calculated from the MIXCRA
cloud properties shows an apparent bias of approximately
�0.06 for both days (note that local noon is approximately
2000 UTC). The MWRRET TOA albedo also shows this
bias on 5 July, but is in better mean agreement with the
GOES-derived albedo on 6 July. However, the MWRRET
data have more scatter in the derived albedo relative to the
GOES observations than the MIXCRA computations.
[39] The shortwave surface flux residuals (Figure 5g) also

demonstrate that the MWRRET-computed fluxes appear to
have more scatter relative to the observations than the flux
computations that used MIXCRA data. The flux residuals
from MIXCRA and MWRRET each have an approximate
mean value of 0 W/m2, but MWRRET attains its near-zero
bias by significant cancellation of error (positive residuals
on 5 July and negative residuals on 6 July).
[40] The longwave surface flux residuals (Figure 5i) also

seem to demonstrate that the MWRRET residuals have
more scatter than the MIXCRA residuals. This is most
apparent during the time periods where the LWP � 50 g/m2,
such as from 0000 to 0800 UTC on 5 July. Note that
between 0000 and 0500 UTC the MWRRET-retrieved LWP
was less than zero, and thus the flux calculations were not
performed for this data set. When the LWP is significantly
larger than 50 g/m2, the cloud is virtually opaque from an
infrared radiance point of view (Figure 1) and differences in
the LWP above this threshold are irrelevant as the radiative
flux is now only sensitive to the cloud temperature.
[41] This case study provides an example of how well the

computed radiative fluxes from the MIXCRA- and
MWRRET-derived cloud properties agree with the observed
fluxes on a point-to-point basis. To better characterize the
differences in flux residuals, data from the entire two-month
period (July–August 2005) were grouped as a function of
LWP to investigate the median bias and ‘‘variance’’ in the
residuals for surface longwave flux (Figure 6), surface
shortwave flux (Figure 8), and TOA shortwave albedo
(Figure 10). Two measures of ‘‘variance’’ are provided so
that a Gaussian distribution of residuals did not need to be
assumed. These variance, or spread, values were computed
as the 3rd minus 1st quartile (i.e., 75th minus 25th percen-
tile) values, and as the 95th minus 5th percentile values. The
LWP bins for the following analysis are 5–15 g/m2, 15–
25 g/m2, 25–35 g/m2, 35–45 g/m2, 45–55 g/m2, 55–70 g/m2,
70–90 g/m2, 90–120 g/m2, and 120–150 g/m2. For clouds
with LWP above 150 g/m2, the MIXCRA and MWRRET
results are virtually identical, since the infrared compo-
nent of MIXCRA is no longer offering any information
to the retrieval algorithm and, thus, the retrieval is
essentially reduced to a physical retrieval using only
MWR data.

Figure 6. Downwelling surface longwave flux residuals
(observed minus calculated), where MIXCRA-retrieved
(open squares) and MWRRET-retrieved (crosses) LWP data
were used in the flux calculations. (top) Median values for
each LWP bin (bin ranges are defined in the text). (middle)
Two estimates of the variance (or spread) in the residuals:
the solid lines show the 75th minus 25th percentile spread,
while the dotted lines show the 95th minus 5th percentile
spread. (bottom) Number of points in each bin for each
method. The LWP bins are 5–15 g/m2, 15–25 g/m2, 25–
35 g/m2, 35–45 g/m2, 45–55 g/m2, 55–70 g/m2, 70–90 g/m2,
90–120 g/m2, and 120–150 g/m2.
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4.4.2. Surface Longwave Flux Closure
[42] We begin the evaluation of the MIXCRA-retrieved

cloud properties by looking at the ability of the algorithm to
close in downwelling longwave flux at the surface. We
recognize that this is a somewhat circular exercise, as
infrared spectral radiance information was used in the
MIXCRA retrievals and thus the calculations that use the
MIXCRA-derived cloud properties should close in long-
wave flux (assuming that the cloud scene is uniform and the
retrieval is accurate). However, this exercise provides a way
to evaluate the diurnal behavior of the MIXCRA and
MWRRET cloud properties, which cannot be evaluated
with a shortwave flux closure exercise.
[43] The statistical results from the surface longwave

flux closure exercise are shown in Figure 6. The median
bias in the MIXCRA-derived flux is less than 3 W/m2 for
the entire range of LWP. The uncertainty in the observed
flux by the pyrgeometers is approximately 4 W/m2 [Stoffel,
2005, Table 4], and thus the bias is within the calibration
uncertainty of the pyrgeometers. However, for LWP<25g/m2,
the MWRRET-derived flux is considerably larger than the
MIXCRA-derived value. Both variance estimates (Figure 6,
middle) for the MIXCRA-based residuals are much smaller
than the MWRRET-based residuals for LWP < 40 g/m2, and
the 95th minus 5th percentile spread for MIXCRA results is
significantly smaller for LWP up to 70 g/m2. The relatively

small variance in the MIXCRA-derived residuals (relative
to the MWRRET-derived results) demonstrates the im-
proved skill in the MIXCRA-derived cloud properties that
were used in the flux computations. Additionally, the
number of points in each LWP bin also shows that there
are significantly more values from the MIXCRA retrievals
for LWP < 40 g/m2; the difference in the number of points
indicates the relative number of times that the MWRRET
retrievals produced LWP < 0 g/m2. Note that the median
bias and variability results from MIXCRA and MWRRET
converge to each other when the LWP > 100 g/m2.
[44] Table 2 and Figure 4 illustrate that there is a

difference in the distribution of re between nighttime and
daytime retrievals; we examine whether these differences
impact the surface longwave flux residuals. The median bias
and 75th minus 25th percentile spread of the daytime and
nighttime surface longwave flux residuals for both the
MIXCRA- and MWRRET-based calculations are provided
in Figure 7. Qualitatively, the daytime and nighttime results
from both MIXCRA and MWRRET mirror the general
behavior shown in Figure 6 for both the median residual
and spread. However, for the MIXCRA-based results, the
median bias and spread is slightly smaller at night than
during the day (about 1–2 W/m2 and 2 W/m2, respectively).
The reduction of the spread may be related to the diurnal
variability in the cloud structure, as solar heating leads to a
more varied, decoupled marine boundary layer.
[45] As indicated in section 4.2, the nighttime retrievals

of re from MIXCRA become biased toward larger values as
LWP increases toward 60 g/m2 because of the ‘‘flattening’’
of the cloud emissivity spectrum [Turner and Holz, 2005].
However, at night, this re bias is not important from an
infrared radiative flux point of view since the retrieved
clouds properties satisfied the infrared spectral radiance
observations between 8 and 13 mm, and it is in this spectral
range that the flux is most sensitive to the cloud properties.
Therefore, even though the nighttime re values are biased
relative to the daytime re values as a function of LWP, both
daytime and nighttime MIXCRA-derived cloud properties
close in surface longwave flux (within the uncertainty of the
observations) for LWP < 60 g/m2.
4.4.3. Surface Shortwave Flux Closure
[46] The downwelling surface shortwave flux closure

statistics are shown in Figure 8. The MIXCRA retrieval
algorithm does utilize some information in the tail of the
shortwave band (in the 3–4 mm spectral region) during
the daytime, which provides more accurate re retrievals as
the LWP approaches 60 g/m2 (section 4.2). Therefore it also
introduces a small amount of potential circularity in the
shortwave flux closure results. However, since there is
relatively little solar flux in the 3–4 mm band, as compared
to the visible and near-infrared spectral region from 0.3 to
3 mm, the use of shortwave flux closure is more indepen-
dent than the longwave flux closure exercise discussed in
section 4.4.2.
[47] The median bias in the surface shortwave flux

closure results (Figure 8, top) shows that the MIXCRA-
derived flux is larger than the observed flux for LWP <
30 g/m2, where the median bias for the MWRRET retrievals
is much closer to 0 W/m2. The calculations with both sets of
cloud properties yield good agreement with the observed
fluxes for 30 g/m2 < LWP < 70 g/m2, but both sets of

Figure 7. Downwelling surface longwave flux residuals
from Figure 6, separated into daytime and nighttime
conditions, for both the MIXCRA- and MWRRET-based
calculations. The ‘‘variance’’ shown in the bottom plot is the
interquartile spread. The nighttime statistics for MIXCRA
are slightly better than the daytime statistics (smaller
median bias and less variability); however, the difference
between the daytime and nighttime results are small.
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computed fluxes begin to underestimate the observed flux
for LWP > 70 g/m2. Like the surface longwave flux results,
the MIXCRA-retrieved cloud properties yield significantly
less scatter in the flux residuals than the MWRRET-based
calculations (Figure 8, middle).
[48] The variance results (Figure 8, middle) clearly show

that the MIXCRA retrievals have more skill than
MWRRET-based retrievals for LWP < 70 g/m2, but also
suggest that the same is true for LWP as large at 120 g/m2.
This improved skill for the larger LWP cases might seem
unfeasible, since the infrared component of the MIXCRA
retrieval becomes saturated for LWP > 60 g/m2 and, thus,
the MIXCRA retrieval reduces to a microwave-only method
for large LWPs. The answer lies in the optimal estimation
methodology and how it weights the measurement uncer-
tainties and forward model sensitivities. The methodology
works to find a state vector X such that all of the
observations Y (equation (2)) are matched within their
uncertainties. Suppose that the true LWP is 80 g/m2. At
this point, the infrared observations would be saturated and
thus the algorithm ‘‘knows’’ that the LWP must be above
the infrared saturation point of approximately 60 g/m2.
However, if the microwave observations alone suggest that

the LWP is below this saturation point, then the optimal
estimation will ‘‘insist’’ that the retrieved LWP be larger
than this saturation point because the uncertainty in the
infrared observations is considerably smaller than the mi-
crowave observations (from the LWP point of view). Thus
for LWP cases that are above the infrared saturation point,
the MIXCRA algorithm prevents the retrieved LWP from
being smaller than the saturation point, and thus narrows the
low end of the distribution of retrieved LWP. This, however,
has little to no effect on the median shortwave surface flux
residuals for these larger LWP cases.
[49] We now examine the reason for the differences in

median biases between the two residuals in the surface
shortwave flux for LWP < 25 g/m2 (Figure 8, top). First, it
should be noted that the MIXCRA-based results have
significantly more points in the smallest two LWP bins than
the MWRRET-based results; this is because the flux was not
computed for cases where the MWRRET-retrieved LWP
was less than zero. Let us assume for the moment that the
MWRRET-retrieved LWP is correct in a mean sense (i.e.,
has a true zero bias) but has large scatter so that some points
have LWP less than zero. If we remove the retrievals that
have LWP less than zero from the distribution, then the
mean value computed from the remaining data set will be
higher than the true mean value. Thus the removal of these
points with LWP less than zero will result in a high bias in
the mean computed flux. Therefore, in a statistical sense, the
low end of the distribution of LWP from the MWRRET
algorithm has been removed (since a shortwave flux calcu-
lation is impossible if the LWP is negative), which creates a
bias in the MWRRET-based shortwave flux residuals to-
ward cases with larger LWP. Thus the apparent good
agreement in shortwave surface flux using the MWRRET-
retrieved results is probably biased high and thus fortuitously
results in better agreement with observations.
[50] Secondly, for small LWP cases, the visible cloud

optical depth is also relatively small, and thus ignoring the
contribution of aerosols to the shortwave flux will result in
bias error in the computed flux. The ARM program mea-
sured aerosol scattering properties at the surface at Pt. Reyes
using a variety of in situ instruments similar to those at the
ARM Southern Great Plains site [Sheridan et al., 2001].
From these observations, the intensive aerosol properties,
such as single scattering albedo, asymmetry parameter, and
Ångström exponent, are derived. However, because of the
pervasive low-altitude cloud cover (which provides a large
number of overcast cloud scenes to use in this study), the
aerosol optical depth, which is usually determined from
direct-beam solar irradiance observations, could not be
determine routinely. Thus we do not have a good time
series of aerosol optical depth to include in the shortwave
flux calculations.
[51] To estimate the possible impact that aerosols would

have on the shortwave surface flux closure exercise, a set of
RRTM calculations was performed using mean aerosol
properties derived from the surface in situ observations
and two assumed optical depths. The cloud base height,
cloud thickness, and droplet effective radius were fixed to
100 m, 300 m, and 6.2 mm, respectively, and the LWP was
ramped from 0 to 150 g/m2. The aerosol layer was assumed
to be between the surface and the cloud; no aerosols were
included above the cloud. Since aerosol optical depths are

Figure 8. Same as in Figure 6 but showing downwelling
total shortwave flux residuals at the surface.
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typically small in marine environments, the calculations
used aerosol visible optical depths of 0.05 and 0.10. Adding
aerosols would decrease the computed surface shortwave
flux relative to the aerosol-free calculations (Figure 9),
where the magnitude depends on the aerosol optical depth
and the LWP. Therefore adding an aerosol layer with a small
(but reasonable) optical depth into the flux calculations
would improve the flux residuals using MIXCRA-derived
LWP for LWP less than 30 g/m2 (but it would also worsen
the MWRRET results). However, this same amount of
aerosol would then result in worse agreement for the
MIXCRA results for larger LWP but the results would
appear to approach an asymptote around 30 W/m2. (The
uncertainty in the diffuse shortwave flux observation is
20 W/m2 or 6% [Stoffel, 2005].) However, without accurate
aerosol optical depth measurements, the actual impact on
the downwelling shortwave flux bias cannot be determined
exactly.
4.4.4. TOA Shortwave Albedo Closure
[52] The TOA shortwave albedo statistics are shown in

Figure 10. Like the surface flux results shown in Figures 6
and 8, the MIXCRA-based calculations show significantly
less spread for the cases with LWP < 90 g/m2, which again
suggests superior skill in the MIXCRA retrieval of LWP
relative to the MWRRET. However, the median bias for
both sets of retrievals is significantly negative, with the
computed albedo being approximately 0.07 higher than
what was observed by the GOES-10 satellite.
[53] As indicated earlier, the GOES data used in this

analysis is a single pixel (4 km resolution) value because the
AMF is at a coastal site. However, because of the uncer-

tainty of the geolocation of the pixel, the uncertainty in the
GOES albedo is estimated by computing the standard
deviation of the albedo in the 3 � 3 array of pixels centered
upon the AMF site. (It should be noted that the single-pixel
albedo was on average 0.01 larger than the mean value
computed over the 3� 3 array of pixels for LWP< 150 g/m2.)
The shaded region in Figure 10 (top) indicates the 1-sigma
uncertainty in the GOES observations as estimated from the
variability in the 3 � 3 pixel scene; this uncertainty estimate
does not include the uncertainty that is part of the conver-
sion of narrowband radiances to flux [Minnis et al., 1995].
The mean bias of the MIXCRA-based calculations is just
outside this envelope for LWP < 60 g/m2.
[54] To reduce the computed albedo by the amount

needed to match the observations, the LWP would have to
be significantly reduced; however, that would greatly worsen
the results for the shortwave and longwave surface fluxes.
Sensitivity studies on the surface albedo and the vertical
distribution of effective radius cannot explain this differ-
ence. Adjusting the surface albedo within reasonable

Figure 9. (top) Change in the computed total shortwave
downwelling surface flux and (bottom) TOA albedo from
clear sky conditions as a function of cloud LWP for aerosol
layers with two different assumed visible optical depths
(0.05 and 0.10 at 500 nm). The differences are expressed as
(clear sky value) minus (aerosol-laden value). The aerosol
was assumed to lie between the surface and the cloud layer.
The calculations used a single scattering albedo of 0.968, an
asymmetry parameter of 0.636, and an Ångström exponent
of 1.46 for the aerosol; these are the mean properties of the
aerosol observed at the AMF site by in situ sensors at the
surface from July to August 2005. The cloud droplet re
value used in the calculations was 6.2 mm.

Figure 10. Same as in Figure 6 but showing shortwave
TOA albedo residuals. The gray region in Figure 10 (top)
denotes the 1-sigma standard deviation of the GOES
observations in the 3 � 3 pixel region around the AMF
site. See text for details.
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bounds had a negligible impact on the TOA results. The
results in Figure 10 (as with Figures 6 and 8) assumed that
the effective radius was constant with height in the cloud;
however, distributing the cloud liquid water adiabatically
and assuming a constant number cloud droplet number
density in order to get a height-dependent re profile for
the cloud did not change the TOA results significantly (or
the surface results either). Adding a small amount of aerosol
below the cloud does impact the TOA albedo slightly
(Figure 9, bottom), reducing the calculated albedo by a
small amount depending on aerosol optical depth and cloud
LWP. This could potentially bring the MIXCRA-computed
albedo into agreement within the uncertainty of the GOES
observations for LWP < 60 g/m2.
[55] As indicated earlier, the AMF location is within 1 km

of the coast of California, and inhomogeneities might exist
in the cloud field associated with the land/ocean interface or
in the clouds as they move further inland. The bias in the
TOA albedo residuals (especially in the MIXCRA-based
results) was clear even in our case study on 5 to 6 July
(Figure 5e). MODIS images showing the 870-nm reflec-
tance at 250 m resolution over the AMF site for the
afternoons of these two days are shown in Figure 11. The
MODIS data show a clear difference in the cloud reflectance
between clouds over land and over the ocean, where the

clouds over the ocean are significantly less reflective, and
thus have presumably lower LWP. The GOES footprint may
contain contributions from both the ocean and land, and
thus its derived albedo may be smaller than the albedo of
the clouds that are only over the AMF site. Therefore we
feel that the bias in the TOA albedo measurements
(Figure 10, top) may be partially explained by the inhomo-
geneity of the clouds in the GOES field of view, as well as
an unknown contribution from the atmospheric aerosol, and
is not due to inaccuracies (biases) in the MIXCRA-retrieved
cloud properties.

5. Conclusions

[56] We have extended the mixed-phase cloud retrieval
algorithm (MIXCRA) to retrieve liquid water cloud prop-
erties that satisfy both infrared (8–13 mm and 3–4 mm) and
microwave (23.8 and 31.4 GHz) radiance observations from
ground-based sensors. The algorithm retrieves LWP from
less than 5 to over 1000 g/m2, and achieves a particularly
small random error (less than 4%) for LWP less than 50 g/m2

(owing to the strong sensitivity of infrared radiance to
LWP below this threshold). Above 60 g/m2, the infrared
radiance is saturated with respect to its sensitivity to LWP
changes; however, the infrared observations continue to

Figure 11. MODIS 250 m resolution reflectance data at 870 nm over the Pt. Reyes region for (left)
5 July 2005 at 2050 UTC and (right) 6 July 2005 at 2130 UTC. The location of the AMF is denoted with
the thick, dark circle in the center of each image. For scale, the horizontal black bar in the upper right
corner of each image is 10 km long. There is a significant change in the 870 nm reflectance (and the
670 nm reflectance, not shown) from the ocean region just off the coast from Pt. Reyes relative to the
regions over land.
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provide information resulting in superior LWP values rela-
tive to a microwave-only retrieval for LWP up to 120 g/m2.
[57] MIXCRA also retrieves the re of the liquid water

clouds when the cloud is semitransparent in the infrared
(i.e., when the LWP is less than 60 g/m2). There are
differences in the daytime versus nighttime distributions
of re, where the solar radiance signal in the 3–4 mm
channels during the daytime improves the re retrievals by
reducing the small bias in the retrieved re as the LWP
approaches the infrared saturation point of 60 g/m2. The
median difference of the MIXCRA-retrieved re values with
aircraft in situ observations is 0.11 mm (with an interquartile
spread of 1.90 mm) for the 15 cases, all of which occurred
during the daytime. While nighttime observations of warm
liquid water cloud properties have not been made over the
ARM sites to date, these observations are required to fully
characterize the accuracy of the nighttime retrievals of re.
[58] To evaluate the accuracy of the MIXCRA-retrieved

LWP, the cloud properties were used in a radiative transfer
model to compute the downwelling surface longwave and
shortwave fluxes and the TOA shortwave albedo, which
were compared against observations. A reference calcula-
tion used microwave-only retrievals of LWP from a recently
developed retrieval algorithm (MWRRET). The observed
minus calculated flux residuals, both at the surface and the
TOA, show significantly less scatter with the MIXCRA-
derived LWP relative to the MWRRET-derived LWP. This
large reduction in scatter, which is significant for LWP <
50 g/m2 and appreciable for clouds with LWP as large as
120 g/m2, demonstrates that the MIXCRA algorithm has
superior skill in retrieving LWP relative to the microwave-
only approach used in MWRRET. This improvement in
retrieving LWP for LWP less than 100 g/m2 is critical, as a
large fraction of clouds liquid water clouds observed at all
of the ARM sites (tropics, midlatitudes, and arctic) have
LWP below this threshold.
[59] This analysis has demonstrated the ability of the

MIXCRA algorithm to provide quantitative cloud properties
in a stratiform, warm cloud environment with good accura-
cy for clouds with small LWP. However, there are still some
open questions that will be addressed in future work. The
MIXCRA retrievals will be applied to data collected at the
other ARM sites, such as the Southern Great Plains (SGP)
site in Oklahoma. The aerosol field is well characterized at
the SGP site by the operational Raman lidar [Turner et al.,
2002], and the variability of the cloud inside the GOES field
of view is likely more evenly distributed, relative to the
coastal Pt. Reyes site, which should reduce the uncertainties
in the TOA shortwave flux closure. We will work to
coordinate nighttime aircraft in situ observations in order
to evaluate the accuracy of the retrieved effective radius. We
will also investigate the accuracy of this algorithm in broken
cloud fields (e.g., cumulus), where three-dimensional
effects and precisely accounting for differences between
the AERI and MWR fields of view become more critical.
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